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PREFACE
This Technical Report represents a rough set of notes written in the process
of giving a series of lectrues on group theory at M.I. T. during the spring term of
1955, These lectures were attended mainly by members of the Solid-State and Molecu-
lar Theory Group and the applications treated in this Report were chosen to be in line
with the interests of that group.
There are very few references in the report even though I have used books
and articles in the preparation of the notes. I found the following particularly helpful:
E. Wigner, Gruppentheorie (Vieweg, Braunshweig, 1931).
This includes the elementary theory of groups as
‘e well as an excellent account of representation theory. Many

applications of group theory to quantum mechanics are included
in this book.

A. Speiser, Theorie der Gruppen von Endlicher Ordnung (Julius

Springer, Berlin, 1927).

An excellent and readable account of the theory of

groups and their representations. More thorough than the last

reference, but without applications to quantum mechanics.

Eyring, Walter and Kimball, Quantum Chemistry (John Wiley
and Sons, Inc., New York, 1947).

This book contains a brief account of group and

representation theory. It is particularly useful because of the

number of character tables in the appendices of the book.

E. Corson, Perturbation Methods in the Quantum Mechanics of
n-Electron Systems (Blackie, London, 1951). —

This book gives a rather complete treatment of the

Dirac vector model.

J. J. Burckhardt, Die Bewegungsgruppen der Kristallographie
(Birkhauser, Basel, 1947).

A complete treatment of space groups in two and

three dimensions including an enumeration of these groups, but
without a discussion of the irreducible representations of these

groups.
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F. Seitz, Z. Krist. 88, 433 (1934); 90, 289 (1935); 91, 336
(1935); 94, 100 (1936).

This series of four papers gives an algebraic
treatment of space groups in three dimensions and a complete

enumeration of these groups.

F. Seitz, Ann. Math. 37, 17 (1936).
This is the pioneer work on the irreducible repre-

sentations of space groups.
Bouckaert, Smoluchowski, and Wigner, Phys. Rev. 50, 58 (1936).
Application of the theory of Seitz to the face-centered

body-centered, and simple-cubic structures.

Further references may be obtained from these articles and books.
I also wish to express my gratitude to Professor J. C. Slater and to the
members of the Solid-State and Molecular Theory Group for their interest and en-

couragement in preparing this Technical Report.

George F. Koster

Cambridge, Mass.
November, 1955
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Chapter I

GENERAL PROPERTIES OF GROUPS

1. The Group Postulates and the Multiplication Table

A group?, is a set of distinct elements A, B, C, ... for which an operation
of combining is defined, which we shall call multiplication, and which has the follow-
ing properties:

(a) The product of two elements A and B of the set is itself a
member of the set.

{b) The associative law of multiplication holds for products of
elements of the set. This means that for any three ele-
ments of the set A, B, and C

(AB)C A(BC).

(c) The set must contain an element E, called the identity, such
that for any element A of

AE = EA = A,

(d) For every element A of the group there must exist an ele-
ment called A-! which is the inverse of A. This means
that for every A there must exist and element A~1 in
the group such that*

Ala = E

The number of elements in is called the order of the group. If the number of ele-
ments in % is finite, the group is called a finite group.

We notice that among the group postulates there is none demanding the com-

“ muting of elements of the group. Thus the order of the elements in a product is sig-

nificant and, in general, AB # BA. If the group is such that AB = BA for all ele-
ments A and B in the group, then the group is called Abeleian.

The properties of a group are completely determined if the product of any
pair of elements is known. This information about a group is conveniently given in

terms of a table which shows the products of pairs of

ElalBlcf | |- elements and is known as the group multiplication table.

E|E|Aa|BjC] |-}|" This table has the form of Fig. 1-1. The left-hand

a | a|a%|aB|AC column lists the elements of the group as does the upper

3| B |Ba8*|5e row. The boxes contain the ordered products of an ele-

c] c|calcnct ment of the left-hand column and the upper row in that
order. The first thing we must show is that in any row
of the multiplication table every element of the group
occurs once and only once. This is summed up in the

Fig. 1-1 first theorem.

A group multiplication table

*

It may be noted here that the inverse of the product of elements is the product of the
inverses taken in reverse order. Thus (ABC)-1 = C-1 B-1 A-1 since C-1
B-1 a-1 ABC = E.




— e

e i

4 i i i

I T

- e

(GENERAL PROPERTIES OF GROUPS)

Theorem 1: For a group ? of order g with elements E = Al’
AZ' A3, Ag, the set of products AnE, AnAZ' AnAg’

where An is an arbitrary member of the group, contains every

element of the group once -and only once.
Proof: Let us see if an element Am is contained in this collection. If we can find an
element of the group, Ar’ such that AnAr = Arn’ the firs_tlpart of the theorem will_ble
proved. Let us multiply both sides of the equation by An . We find that Ar = An
Am. Since this product is also a member of the group we have found the desired A
We now show that a given element appears only once in the collection of elements. If
the same element appeared twice, we would have AnAr = AnAS. By multiplying
through from the left by An-l, we find that Ar = AS which means that Ar and As were
not distinct. The same theorem can, of course, be proved for the collection EAn,
AZAn’ A3An’ ... where we have multiplied through from the right by the element An'
Having proved this theorem we have shown that multiplying all elements of the group
by any given element of the group will cause the products to run over all the elements
of the group.

In order that we may have an illustration of a group and its associated mul-

tiplication table, let us consider the equilateral triangle and consider all operations

which send this triangle into itself. The equilateral triangle is illustrated in Fig. 1-2.

Fig. 1-2
The group C3v

The operations which send this figure into itself are given below.

==
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(1. THE GROUP POSTULATES AND THE MULTIPLICATION TABLE)

E: the identity operation

C3: rotation clockwise through 120° about the center of the triangle
C32: rotation clockwise through 240° about the center of the triangle
Ty reflection through the y axis

Tyt reflection through a line passing through the center of the triangle
lying 30° below the x axis (passing through the point 2 as the
figure stands)

03l reflection through a line passing through the center of the triangle
and lying 30° below the negative x axis (passing through the
point 3 as the figure stands).
These operations are considered to move the equilateral triangle and to be defined
with respect to the x and y axes which are fixed in space. Let us consider a sequence
of two operations and see what the result is. Consider, for example, the operation
Ty followed by the operation Ty This we shall write as U0 The first operation
appears on the right in the product and the second on the left. The first operation
1
sends the triangle into /\ , this when followed by the second operation Loy sends
2 2—3
the triangle into /\ . This is the same result we would have obtained by using
1—3
directly the operation C32. In a similar way, we can find the products of all pairs
of operations which we have listed. We present these results in the form of a multi-
plication table which we give in Fig. 1-3.

From this table we can check the group

(OF C32 o1| o2 | ¢3 postulates to see if this set of operations forms a
El E C3 C32 A group. It is clear, from the table, that the product
of any pair of operations is once again an operation
C3 C, C32 E oq| 0, | o, of the set. These operations are associative. The
C32 C32 E|Cyloy] o]0 operation which leaves the triangle unmoved is the
'2 identity operation for the group. Inspection of the
o1 91192 °3 E|Cq C3 multiplication table also shows us that an inverse ex-
2 ists for every element of the group. Thus
o g, | @ o, |C E|C
2 2 3 1173 , .
-1 -
2 E = E o =0
a3 o3| 9| 72 C3 C3 E 1 1
c.-l o g2 -1 _
3 " ¥3 2 T %
Fig. 1-3 2,-1 _ -1 _
(C3 ) T o= C3 Ty =04

Group multiplication table for
the group C3v.

We can therefore conclude that the set of operations which we have listed forms a

Rt
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(GENERAL PROPERTIES OF GROUPS)

group. We note that this group is not Abelian since all elements do not commute. As
an example we note that o0y = C3 while ooy = C3‘ The result of Theorem 1 can
also be checked from the group multiplication table. We notice that every element of
the group occurs once and only once in a given row or column of the group multiplica-
tion table. The group of operations which we have described here is generally known
as the group C,  and is the group which leaves the ammonia molecule (NH3) invariant.
As another example of a group, we shall consider the numbers 1, -1, i, -i
and consider all possible products of these numbers. In this case the multiplication is
just the ordinary multiplication of complex numbers which is both associative and
commutative. The group multiplication table for this group would be:
Once again we see that the product of any two elements is a
11-1] 1 -i member of the set. The number 1 serves as the identity element

1 ] 1 i ment. It is clear from the multiplication table that the in-

verse of every element exists. This set of numbers, there-

-1 -1 1{-i i fore, forms a group under the ordinary multiplication of
; NN ) numbers. As we have mentioned the multiplication of com-
plex numbers is commutative and this means that this group
-1 ff-i i 1] -1 is Abelian.

2. Subgroups, Cosets and Classes

Any collection of elements of a group which themselves obey the group postu-
lates is called a subgroup of the original group. Let }¥ be a subgroup of order h of a
group ? of order g. We shall denote the elements of }/’by B1 = E, BZ’ B3, Bh
and the elements of ?, by A1 = E, AZ’ A3, ... A . We then define the collection of
elements W’Ak = BlAk’ BZAk’ - BhAk (where Ay is not in ¥) as the right coset of
M with respect to Ak' (We can in a similar way define left cosets by multiplying from
the left by Ak‘ } This right coset of His clearly not a group. If it were, it would con-
tain the identity element, E, which in turn would mean that for some element of A,
say Br’ BrAk = E or Ak = Br'l, which violates the rule that Ak is not in M. We
can go further and show that this coset contains no element in common with A, If it
did contain an element, Br’ of # then for some elfment, Bs’ of j'/’ we woul;i have
BSAk = Br' This in turn means that Ak = BrBs . Since both Br and Bs are in
M this implies that Ak is in #. This again violates the definition of a coset. We can
go still further and show any two cosets either contain the same elements or have no
element in common. If the two cosets are ’/’Ak and #Am and they were to contain
an element in common, we would have BrA = BsAm or AkAm-1 = Br_lBS. From
this we conclude that AkAm-l is contained in # . If this is true, the collection of ele-
ments W AkAm-l is identical with M except possibly for order. This means that

-1 . .. . . . . . .
j'f'AkAm Am which is identical with ﬂAk is, except for order, identical with M Am'

h)
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(2. SUBGROUPS, COSETS AND CLASSES)

Thus the two cosets )I/Ak and }PAm are completely identical if they have even one
element in common. Now let us consider the collection, say n - 1 in number, of dis-~
tinct cosets. These in addition to A completely exhaust the group for every element
of the group is in either At or one of the cosets. (It is clear that every element of the
group is in one of the cosets since BlAk = Ak belongs to one of the cosets for any
Ak in ? .} From this we can see that g = hn. In other words, the order of any sub-
group is a divisor of the order of the group.

As an example of a subgroup of a finite group ? consider the collection of
all powers of a given element A of ?

A% = g, A, A% ... aA™, ... AR ...

All these are elements of the group q Since this group is finite, only a finite num-
ber of different elements of the group can appear in this sequence. Let n + 1 be the

first power for which an element is the same as some earlier power, say the mth.
Then we have that A™ T - A™,

would have that A™ = A™ " 1 which contradicts the assumption that n + 1 was the first

We can show that m must be 1. If it were not, we

power for which an element was identical with a preceding element. Therefore

An+1 = A from which it follows that A" = E, and An+k = Ak. From this we see
that the elements which appear in this series of powers of A are distinct and then,
after one of the elements is equal to the identity element, the elements repeat starting
with A in the same order. The first power of an element which is equal to the iden-
tity element is called the order of the element. The collection of elements A, AZ, .
AR
tion of elements satisfies the group postulates and in addition forms an Abelian sub-

= E lforms a subgroup of the original group ? It is easy to show that this collec-

group of the original group. (Any group which is formed out of powers of a given ele-
ment is called a cyclic group.) From this argument we see that, since the order of
the subgroup formed from powers of an element is equal to the order of the element,
that the order of the elements of a group are all divisors of the order of the group
To illustrate the concepts of subgroups and cosets let us consider the sub-

groups of C3v' From the multiplication table it is easy to see that the collection

E, C,, C32 forms a subgroup of the original group. This is a subgroup formed
from the powers of the group element C, which is an element of order 3. In addition
E and T form a subgroup as do E and LY and E and 03 There can be no subgroups
of higher order since three is the largest divisor of six. With respect to the subgroup

E, C3. C32} we can find the right cosets of this subgroup. Let us multiply this
subgroup from the right by oy We obtain (from the group multiplication table) the
elements Ty T O3 This in addition to the original subgroup completely exhaust the
group. Multiplication of the subgroup from the right with g, Or with T3 will merely
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(GENERAL PROPERTIES OF GROUPS)

reproduce (except for order) the right coset we have written above. Thus the group

C,., can be decomposed as into its right cosets as follows:

2
{E, C3, C3} {crl, Ty 03}

Similarly, if we were to decompose the group C3V into right cosets with respect to the

3v

subgroup E, we would obtain:

{E,«l} {03, 0‘2} {032, 03}

If X is any element of a group i, then X_1 A X is called the conjugate of
A with respect to X. For any subgroup of G, we can define the collection of ele-
ments X-1 HX. Itis simple to show that this collection of elements also forms a
group which is called the subgroup conjugate to A with respect to X are the same as
¥ for all X in {, then it is said to be an invariant self conjugate, or normal sub-
group of? . (We notice that this does not mean that for a given element B of # that
"X—l BX = B, it only means that the collection X-1 M X is identical with the collec-
tion ¥ even though the order of the elements in the conjugate subgroup may be differ-
ent.) For invariant subgroups it is clear that the right cosets are the same as the
corresponding left cosets. X ' ¥ X = M implies that #X = XM

If a group 9 of order g is decomposed into cosets with respect to an invari-
ant subgroup A of order h, then the elements of the group can be collected in the

following way

?: R 8, % ALK, . AH

hn = g

Here Ak(k =2, 3, ... n) are the elements of 9 which generate distinct cosets. For
this decomposition, the original invariant subgroup, #-, and the cosets, can be con-
sidered as entities which form the elements of an abstract group. This is called the
factor group of the invariant subgroup and is denoted by / M. This is a group of
order n. To check that this is a group, let us see if the cosets together with the sub-
group M satisfy the group postulates. First, we must show that the product of two
cosets is itself one of the cosets or J. (?fAk)(ﬂ'Am), because right cosets are
the same as left cosets, is the same as #AkAm:‘/’ which in turn is the same as
X AkAm' Since A is a group this yields l‘AkAm which is again one of ti.e cosets
or;‘. The associative law of multiplication holds since it holds for the elements of
the group ? . The subgroup H considered as an abstract group element serves as the

-6-
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(2. SUBGROUPS, COSETS AND CLASSES)

identity element for the factor group since #J-’PA = }FA = :#A H* = j’/’A The
inverse of an element * Ak can be found from the requ1rement ﬂA 7’/’A 7’7".
Taking Am as A flnds the inverse of #A . We have, therefore, shown that the
invariant subgroup and the cosets of this subgroup when considered as entities form
a group.

Having defined an invariant subgroup, we may define another property of
groups which is useful in some applications of group theory. Let us imagine that we
have found the largest invariant subgroup, W, of ? . We might then find the largest
invariant subgroup, (/V of,/ﬂ and carry this process along until we have as the final
invariant subgroup, the identity element. This series ? // % . ‘/y E is
called the composition series for the group.

We might notice in passing that the subgroup {E C3, C3 } forms an invari-
ant subgroup of the group C 3y From the group multiplication table it is a simple
matter to check that if we let # denote this subgroup

E-l;/' E =¥} 0'1_131('0'1 =¥
-1 -

C3 #03 =N T, 1)‘)"02 =JL
2]-1 -

[C3] }//032 =% 73 lj"% =*

The elements of the factor group would then be the coset {0‘1, Ty 03} and the sub-
group E, C3, C32 . The factor group C V/}} is a group of order 2. We have al-
ready seen that the subgroup {E, C3, C32f is the largest subgroup of C3v' Since

it is in addition the largest invariant subgroup of C3V and it has no invariant subgroups
outside of the identity element we can write out the composition series for the group

C In this case the composition series will be

3v’
C {E c Cz}-E
3w B C3 Gy g

The concept of conjugate elements is also useful in breaking up a group in
another way than we have previously stated. We define all elements conjugate to a
given element in a group ? as belonging to the same class. Thus if we take an ele-
ment A of a group and form

ElAR =4, 4,7 A A laa
v Ay 2 o By g

the elements appearing in this series are said to belong to the same class. We might
notice that two elements conjugate to the same element are conjugate to each other.
Thus, if B = X 'AXandC =Y A Y, thena = ycY 'andB = X!y a v'lx =
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(Y—lx)-1 A(Y_lx). From this, we see that an alternative way of defining a class is
that collection of elements conjugate to each other. In this way, it can easily be seen
that a group can be divided into disjoint classes which will completely exhaust the
group. (One class of every group will consist of the identity element which is always
in a class by itself. This is clear since X—1 E X = E for all X in a group. )

As an example of the decomposition of a group into classes consider an Abe-
1 AX for
all X in the group, we notice that, since all elements of an Abelian group commute,
<~ 1
class by itself.

lian group. If we fix our attention on an element A of this group and form X~
AX =X "X A = A. This means tha! for an Abelian group every element is in a
We could also divide the group C3v into classes. The identity element forms

a class by itself as we have mentioned above. Let us find all elements conjugate to
C

.
-1 _ -1 2

E'C,E = C, o, Cyu, = Cy

-1 _ -1 2

Cz "C3C; =C4 o, C30, =Cy

21-1 2 -1 2

[03] c,C, = ¢, o3 Cyoy = Cy

Thus we see that the elements C3 and C32 form a class. We can now find the elements

conjugate to « 1

-1 _ -1 _
E oy E = Ty oy oy 0 T o

c. e . C, = -1 =
3 T1%3 7 %3 T2 9192 7 93

2] -1 2 _ -1 _
[03] o1 C3 =0y v3 0} 03 T 0

We have now exhausted the group. Cay is therefore divided into classes in the follow-

ing way:

{E} {Cs' 032} {"1' o2 "3}

We notice that in this division into classes geometrically similar operations fall into
the same class. More precisely if two elements are in the same class we can find a
new coordinate system in which the one operation is replaced by the other. Thus if
we were to choose our coordinate system so that the x axis pointed in the opposite
direction the operation C32 in the old coordinate system would be the same as the
operation C3 in the new coordinate system. With this geometric insight it does not

-3
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surprise us to learn that operations in the same class have the same order. If A' =
X—IAX and A are in the same class and A is an element of the nth order, then AT =
P ax)® = xlax)x 'ax)... x7tax) =x'a"x = X' EX = E.

3. Isomorphisms and Homomorphisms

Consider a group % of order g with elements E, A, B, ... and another
group ? ' of the same order with elements E', A', B', ... . These two groups are

said to be isomorphic if the elements of one can be put into one to one correspondence ‘ ’
with the elements of the other and if, in addition, A' corresponds to A and B! corres-~ ‘ {
ponds to B then AB corresponds to A'B'. ({(AB)' = A'B'). This property of isomorphism

means that the multiplication tables of the two groups can be put into a one to one cor- |
respondence. Two groups which are isomorphic have the same properties and struc- }
ture and differ only in the labeling of the elements. Isomorphic groups can be thought i
of as corresponding to the same abstract group.

Sometimes it is possible to make each element of a group correspond to
one and only one element of another group ' and in addition make the product of ele-
ments of correspond to the products of the corresponding elements of {4 '. In this
case, the groups are said to be homomorphic. In this case more than one element of

may correspond to one element of 9’ '. In other words, the correspondence is not
one to one and the group must have a larger order than '. If the orders are the
same and the groups are homomorphic, then they are isomorphic. If a group ? is
homomorphic to a group ', then the element E' of ?' which corresponds to the iden-
tity element E of is the identity element of {'. For groups which are homomor-
phic we have (XE)' = (EX)' = X' = X'E' = E'X'. The only element of (' which has
this property is the identity element. Therefore, we can conclude that E' is the iden-
tity element for the group '. In a similar manner, we can conclude that the inverse
of an element X of 9 corresponds to the inverse of the element X' of '

We can learn still more about this relation of homomorphism. If is homo-
morphic to ? ', then the collection of elements of ? which correspond to the identity
element, E', of ? ' form an invariant subgroup of . Let those elements which cor-
respond to E' be denoted by E, E, E; ... En' Since (EiEj)' = E'E' = E' the product
of any pair of elements of the set belongs to the set. The identity element is in the

set. If E, is in the set Ei-1 is also in the set. This is true since from (EiEi_l)' = B!,
we conclude that E'(Ei_l)' = E'. This in turn means that (Ei_l)' = E' or that Ei— is
a member of the set. Thus we conclude that the set E, E, ... E, forms a group.
Let us call this group H. If we can show that X-1 EiX belongs to ¥ for any Ei in AL
and for any X in , we will have shown that we have an invariant subgroup. We know 3
that (X! EX)' = (X"!)'E'X' = X"V E'X' = E*. Thus X 'E belongs to #, and g
therefore W is an invariant subgroup. ' |«
|
-9_ |
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More can be shown. We can show that the factor group /| M- is isomorphic
with the group C}'. Let us first note that the elements of which correspond to the
same element A' of (' belong to the same coset of ? with respect to _#. Thus if
Ay, A, ... A correspond to A, (Ai—lAj)‘ = A lA' = E'. From this we conclude
that Ai-lAj = E,, where E; is some member of ®#. Thus the cosets Ajﬂand AiEk
ﬂ = Ai# are identical and A. and Ai lie in the same coset. If we now show that if
two elements of q/lie in the same coset they correspond to the same element of the
group ?, ', we will have shown that there is a one to one correspondence between the
elements of the factor group (4 /¥ and the group ?'. If two elements Ai and A, lie
in the same coset then AiEk = Aj for some Ek in ’f Therefore, we have that (Aj)' =
A' = Ai'E' = Aj' = Ai" If we show in addition that the product of two elements of
the factor group corresponds to the product of the corresponding elements of the group

', we will have shown that the group 4 'is isomorphic with the factor group /A
This is clearly so since, if AR BN = C#, then AEkBEm = CEn or A'E'B'E' = CE'
which means that A'B' = C'. From these arguments we also conclude that the order
of the group 9' must be a divisor of the order of the group (. It is also clear from
the preceding discussion that a group is homomorphic to its own factor group.

We mentioned earlier that any group which has the same multiplication table
and whose elements can be put into one to one correspondence with a given group is
isomorphic with the given group. We shall illustrate this by giving two groups isomor-
phic with the group C3v which we have defined above.

Consider the numbers one through three: 1, 2, 3. Any other arrangement
of these numbers, for example, 2, 1, 3 is called a permutation of the numbers 1
through 3. The operation which rearranges the numbers is called a permutation. This
permutation can be specified by stating which number 1 goes into, which number 2

goes into and which number 3 goes into. The way a permutation is denoted is
1 2 3
The meaning of this symbol is that 1 is replaced by a;, 2 is replaced
by a, and 3 is replaced by as, where ap, ay, and a, are three distinct numbers from

1 through 3. The collection of all operations of this type is called a symmetric group

of order 3 and has 3! = 6 members. The fact that these elements form a group can
1 2 3 a) ap asz

easily be verified; the inverse of being
a; az ajz 1 2 3

The six pex"muta~

tions in this group can be written

123 <1
P1=E=<123) P27\, 5,
(123)
4 \132 Fs
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The product of two permutations Pan means that the permutation Pm is followed by
the permutation Pn. (Many authors use the opposite convention.) From this definition

we can find, for example, P5P6

(123>C23> <1z3>
P.P, = - = P
576 321 13 2 31 2

What we have done in performing this multiplication is to replace 1 by 2 from Pé and
then replace 2 by 2 from Pg. We replace 2 by 1 from P and replace 1 by 3 from Pg.
We replace 3 by 3 from Py and replace 3 by 1 from P5 and then identify the resulting
arrangement with the permutation PZ‘ By carrying out all possible multiplications of
pairs, it can readily be checked that the set of six permutations form a group and the
multiplication table can be constructed. If the identification with the group C3v is

made as follows

E‘-—>P1 o*l<—>P4
C; == P, o, +—>P;
C.lawp P
373 T3 =

It will be found that the multiplication table for the two groups is the same. The
groups are therefore isomorphic and correspond to the same abstract group.
Another group isomorphic with C3V can be found as follows. Imagine the

collection of matrices:

1 0 -1 V3 L _3
z 2 2 2
M, = M, = M,y =
-1 0 1 B 1 V3
M, = M, = 2 2 M 2 - 2
* 0 1 ° VARt ¢ /3 1
2 2 2 3

2 2 2 2 2
NS VA VA
2 2

MgM, =

it

1 3 V£ 1 /3
z
1

2

Nf —
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Therefore, M5M6 = MZ' Similarly, in taking all possible products of pairs of elements,

we would find that the product would always be one of the original six matrices. The
second group postulate is satisfied because we are using matrix multiplication. This
group of elements contains the identity element, namely: Ml' The multiplication of
all pairs would also confirm the existence of the inverse of every element of the set.

Thus it is seen that this set of six matrices form a group. If the one to one correspond-

ence

E HMI 0'14——M4
Cy =M, v, =M,
C.l—wn M

3 3 S Saamnatenl'S

is made then it can easily be checked that this collection of matrices forms a group
isomorphic with the group C3v of the permutation group of order 3! mentioned in the
last paragraph.

With this we conclude our general discussion of groups and proceed in the
next chapter to a discussion of representation theory. If something more complete
than this sketchy treatment of groups is desired the reader is directed to '"Die Theorie
der Gruppen von Endlicher Ordnung' by Andreas Speiser.

-12-
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Chapter I1

REPRESENTATIONS OF A GROUP

1. Definition and General Properties of a Representation

The concept of a representation of a group forms the basis for much of the
application of group theory. By a representation of a group we mean any set of ele-
ments which can be put in correspondence to the elements of a group and which have
the same multiplication table. A representation is homomorphic to the group that it
represents. If the homomorphism is an isomorphism, the representation is said to
be true or faithful. It is clear from this definition that any representation of a factor
group is a representation of the given group. We merely assign to the element repre-
senting a given coset all the elements in the coset and then we have the representation
of the total group. In this case the representation is not true. In what follows we
shall follow closely "Gruppentheorie und ihre Anwendung auf die Quantenmechanik der
Atomspektren' by Eugene Wigner (Friedr. Vieweg und Sohn Akt. -Ges., Braunschweig,
1931).

A useful form of representation is the representation of a group through
square matrices. To each element of the group, A, we have a corresponding matrix*
M(A). These matrices are required to multiply according to the group multiplication
table. Thus if AB = C then M(A) P(B) = P(C). Here we use the ordinary laws of a
matrix multiplication. If 1"(A)ij (i,j = 1...n) are the elements of the matrix [M(A)

(n is called the dimension of the representation) then by the element of the product
r(a) M(B), we mean
n
[P = [F@) P@)y = 2 vy, r@), -1
We shall restrict ourselves to non singular matrices. (Those which possess an inverse
are called non singular.) In this case, the matrix representing the identity operation

must be the unit matrix

I‘(E)ij = 513’ (2-2)

The matrix representing the inverse of an operation A will be the inverse of the ma-

trix representation A. That is

rah = [re)? (2-3)

%
We denote matrices by bold faced letters: [(A), A, B and the elements of these

matrices by r(A)ij' Aij’ Bij'

-13-
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One can generate many representations of a group from one representation
by letting all the matrices in the representation undergo the same similarity transfor-
mation. Thus we note that if S is a non singular matrix and we define Pa) = S-l

M(A) S for all A in the group, then the multiplication of the primed matrices will

follow the same multiplication table that the unprimed ones do. Thus if

then

) @) = s rms sTire)s

st @) P®s = st Po)s

i

r(c)

Representations related in this way, by a similarity transformation, are called equiva-~
lent representations.

Let us illustrate a representation of a group by finding a representation of
the group C3v' Imagine that we had two vectors pointing from the center of the tri-
angle, in Fig. 1-2, to the corners 1 and 2. (See Fig. 2-1) Let us denote these vectors
by ;1 and ;Z' These vectors will be sent, by operations of the group C,,, into some

rotated set of vectors. The rotated vectors can, in turn, be expressed as a linear

-14-
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combination of the original vectors. Thus if R is some operation of the group C3v’ we
can write

Ra, = Y T(R), a. i=1,2 (2-4)

Here Rz_;i is the vector ;i after the operation R has been performed on it. If this opera-
tion R is followed by another operation R’

Hqu

2
R'Ra, = ) r(R'), ; T(R),; a (2-5)

1 i ik

Thus we see that the matrix which describes the operation R'R is obtained from the
matrices of R and R' by the simple rules of matrix multiplication. Thus

P(R'R) = P(R') M(R)

These matrices which describe the transformations which the vectors ;l and ;2 undergo
therefore form a representation of the group. The vectors ;1 and ;2 are said to form

a basis for this representation.

Let us exhibit these matrices. Consider for example the operation T This
operation sends the vector ;l into itself. The vector ;2 now points in a direction 30°

below the negétive x axis. This vector is just the negative of the sum of ;1 and 7;2.

Thus we have

- -
7181 T 3
y — — —

or

(61) =

In a similar way, matrices representing all the operators in the group can be found.
They are as follows

-15-




(REPRESENTATIONS OF A GROUP)

1 0
ME) =

0 1

0 -1
rc,) =

1 -1

-1 1
r(c,?) =

-1 0

1 -1
Plo,) =
0 -1
-1 0
M(o,) = (2-6)
-1 1
0 1
Ploy) =
1 0

We notice that this representation is faithful since there is a one to one correspondence

between elements of the group and the matrices.

If we look back at Chapter I we find that we have another two-dimensional

representation of the group C3v'

ME) = M,
Mcy) = M,
r"(c32) = M,

In the notation of this chapter we denote

P'((Tl) = M4
M(e,) = Mg (2-17)
r“(0'3) = M6

we see that these matrices also form a representation of the group.

One might wonder if these two matrix representations of the group are related

by a similarity transformation and are equivalent.

This is indeed the case. The ma-

trices P'(R) have as a basis a pair of unit vectors ;1‘ pointing along the +x axis and

;2' pointing along the +y axis.
matrices ["(R) can easily be checked.

transformation relating these two two-dimensional representations.

1

— - -t
and az' can be expressed in terms of a, and a.

-
a. =
1

i

n M~

S.. a.
1

That the matrices which these vectors generate are the

We are now in a position to find the similarity

-
The vectors a_'

From the geometry of an equilateral triangle it can easily be seen that

a st 3+
1 ‘/'3‘ 1
-, _ =

a =

-16-
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e wT

or

w
1

or conversely

or in matrix notation

MRy =

(2-10)

(2-11)

(2-12)

s’! Pr)S (2-13)

We have seen, therefore, that the two two-dimensional representations P(R) and M™(R)

are equivalent and the similarity transformation transforming all the matrices in one

representation to those in the other is the matrix S representing the transformation of

bases.

We might also note that the matrices ["'(R) are unitary.

PRt = MR =

related by a similarity transformation to

this case,

terested, primarily, in unitary matrices.

We can find other representations of the group C3v'

R

(See Appendix.) In
1 The matrices P(R) are not unitary but are
the unitary matrices ["(R). We shall be in-

One trivial representa-

tion is obtained by identifying every element of the group with one by one matrices having

1t

-17-
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(REPRESENTATIONS OF A GROUP)

+1 as their only element. Thatis [(B) = I"‘(C3) =,,. = P(gl) = (1). This clearly

satisfies the definition of a representation of the group. It is clear that any group can

be represented in this manner. This is called the identity representation of the group.
We can also represent the group C3V by one-dimensional matrices in another

way. Let us set
ME) = M(Cy) = M(e®) = (1)
and (2-14)
Moy = Pley) = Mlay) = (1)
Thus, for example
P(Cy) Mloy) = M(Cyo,) = (1)(-1) = (-1) = Mo))

It can be easily checked that the remainder of the group multiplication table is checked

by this representation. We have now found two one-dimensional representations of

C,..
3v
the identity representation into the second of the one-dimensional representations through

These, however, are not equivalent. There is no one by one matrix which brings

a similarity transformation.

The representation of the group C3v given by Eq. (2-14) affords an example
of a representation generated from a representation of a factor group. We remember
that in Chapter I we found that the group {C3, C32, Et formed an invariant subgroup
of C3v' This subgroup together with the coset Ty Ops Taf s when considered as ele-
ments of an abstract group, form the elements of the factor group. If we denote the
elements of this factor group by E' (corresponding to the invariant subgroup C3, C32,
E) and A' (corresponding to the coset {o-l, Ty 03} ), then the multiplication table

for this factor group is given in Fig. 2-2. This group can be repre-
E'l A sented by representing E' by the matrix (1) and A' by the matrix
(-1). As we mentioned in the first paragraph of this section, we can

t E! Al . :
E generate a representation of the group C3V from this representation

Al A'| E of the factor group by letting the matrices corresponding to E, C3,
and C32 be (1) and the matrix corresponding to the remaining elements
of the group be (-1). This is the representation of Eq. (2-14).

We have seen in this section how we can generate from one representation of

Fig. 2-2

a group many others through the use of a similarity transformation. There is another
method by which we can, from a given representation, generate another. If for two
elements of a group we have the relation that AB = C and we have for the matrices

-18-
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representing these elements (4) M(B) = ['(C), then it is possible to generate another
representation of the group in the following way. Let us take the transpose of both sides
of this multiplication of matrices. This yields l"’(\é) rf(\j_\) = P’(\é). * Let us now take
the inverse of both sides of the last relation. This yields [P'(\A) -1 [P’(\],ES)]_l = [r"(\é)] -1
Thus the matrices which are the inverses of the transposes of the matrices representing
the elements of the group also multiply in the same way as the matrices in the original
representation. These new matrices also form a representation of the group. In the
case of unitary representations (representations in which all the matrices are unitary)
the inverse of the transpose is the same as the complex conjugate of the original ma-
trix. In this event the new representation will just be the complex conjugate of the ori-

ginal representation.

2. Reducible and Irreducible Representations of a Group

A representation M(R) of a group (where R is an element of the group) is
called reducible if all the matrices in the group can be put in the form of (2-15) by a

single similarity transformation

rR) = S PR)S = (2-15)

if n were the dimension of the representation [*(R), and r'l(R) were a square matrix
with n, rows and columns, FZ(R) would be a square matrix with n, = n-n, rows and

columns. Q (R) is a rectangular matrix with n, rows and n, columns. The O in (2-15)

represents a matrix with n, columns and n, rolws having all elements zero. If there
exists no similarity transformation which can bring all the matrices of a representation
to the form (2-15), then the representation is called irreducible. We can also notice
that for a reducible representation the portions Pl(R) and PZ(R) also form a repre-
sentation of the group. This is most easily seen by taking the product of two matrices

in the representation. Thus

M (r) Qr) r®) Q(R")

P'(RR') = PYR) P'(RY) = (2-16)

) l M, (R) 0 l r, &Y

*We make use here of the fact that the transpose of the product of two matrices is just
the product of the transposes in the reverse order. This is easily seen

~J ~ e~
since the i, jth element of [A B] is Y A The i, jth element of BA is

Pk
T ByAy. Ths we have shown [AB]- BA
k ik jk. us we have snown =

-19-
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M®) PEH PR QRY + QR) MR

0 P (R) (R (2-16 con'd)
I (RR')} Q(RR')
0 | M(rRRY)
Therefore we have that
PI(RR') = r‘l(R) I"l(R')
(2-17)
F'Z(RR') = I"Z(R) I"Z(R')

Thus I"l(R) and ["Z(R) form representations of a group. These two new representa-
tions may or may not be reducible themselves.

If this reduced matrix ["(R) is unitary, we can show that the Q(R) portion
of the matrix must be zero. Since the matrix for the inverse of a group element R, in
the case of a unitary representation, is the complex conjugate transpose of the matrix

representation R, the matrix for r"(R-l) would have the form
[PI(R)]TI 0

[aw)t | [r )]t

since all matrices in the representation of the group must have the form (2-15), we sees

(2-18)

at once that [Q(R)]T = 0 or Q(R) = 0. Thus unitary matrices in reduced form will have
square unitary matrices down the diagonal and zeros elsewhere. In this case, the re-

ducible nature of [(R) can be expressed in the equation

PR) = M(R) + M(R) (2-19)
This equation does not mean the addition of the matrices in the ordinary sense but
merely expresses the fact that [(R) can be put in the form (2-15) by a similarity trans-

formation.

In the example of the two two-dimensional representations of the group CBV’

-20-
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we saw that one was unitary and the other was not. We were able, in this case, to find
a similarity transformation which sent the non unitary representation into the unitary
one. This is actually a general result and we shall now show this.
Theorem 2: Any representation of a group consisting of non singu-
lar matrices can be transformed by a suitable similarity transfor-
mation into a unitary representation {(is equivalent to a unitary
representation. '
Proof: Consider a group with elements which we denote by R. We assume we have
a representation of this group [M(R) which consists of non singular square matrices.
(A necessary and sufficient condition that a matrix is non singular is that its determin-

ant does not vanish.) Let us construct the matrix

Here the summation goes over all elements R in C’: and M(R)t is the adjoint (complex
conjugate transpose) of M(R). This matrix H is Hermitian as can easily be seen. If
we take the transpose of (2-20) we obtain

H

]

T FR)t MR)
R (2-21)

1]

;Z P(R)* M(R)t*

This shows that the transpose of H is just the complex conjugate of H which is just an-
other way of saying the matrix is Hermitian. A well known matrix theorem states that
a Hermitian matrix can be brought to diagonal form* by a unitary transformation. Let

us bring H to diagonal form by the unitary transformation U. That is

Ul HU =D; yt=u! (2-22)

where D is a diagonal matrix.

We have therefore

* D

Y Ul PR PRt
R

Ul rwu [U R)U] (2-23)

1
oM

= § P(R) PR)T

*A matrix D is said to be diagonal when it has nothing but zeros off the main diagonal.
That is Dij = 0 for i #j.

-21-
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where
. !
r@R) = U PRU (2-24)
[
The diagonal elements of D, namely Djj’ are given by ‘
D,. = T''Y(R)., T'YR)% 2-25
p= I T rey iy, (2-25)

and are, therefore, all real and D.. 2 0. They cannot be equal to zero unless I"(R)jk =
0 for all R and k. This is impossible since this would mean that the determinant of
P'(R) would vanish since all the elements in one row would be equal to zero. This con-
tradicts the hypothesis that ["(R) is non singular. Since the diagonal elements of D
are all real and positive, we can define matrices Dl/2 and D-l/2 having all positive

diagonal elements by taking the positive square root of all the diagonal elements of D.
We now see that

1- p/? T rm P p /2 (2-26)

Let us now define

riR) = pt/2 mir) p /3 (2-27)
We are now in a position to show that the matrices p {R) are unitary. Consider

Let us now insert the matrix 4 in the form of Eq. (2-26) between the square brackets
in Eq. (2-28)

P pre)t = [07Y2 pory 049 072 pamy 0y
0™Y/% riw) 0V/2 [0/ DR 0 Y/?] p!/% pumyt 07 /2
(2-29)
p!/2 [RZ P(R) PURD PURDT PRI D72
'1/2 ' [ ' ' ' '1/2
D {g P®) P& [rE) re)t) o

D'l/z g, P'(RR') r‘l(RRI)T 0’1/2

w22~
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We have noticed from Theorem 1 in the first chapter that if R' runs over all the ele-
ments in the group the product RR' runs over all the elements of the group once more.
Therefore, we have that

pir) Pt o'l/zg re) ) Y2 -1 (2-30)

This is just the condition that makes a matrix unitary. Thus the representation P (R)
is a unitary representation. The similarity transformation which brings the non uni-

tary representation into the unitary representation is through the matrix UDI/2
r®) = [uo'/g? rr) uo'/? = 07?2 Ut Py uD!/? (2-31)

is the desired unitary matrix.

From the result of this theorem it can be seen that unitary representations
of a group are particularly interesting to study. In this connection there is another
property of unitary representation which is important. It turns out to be the case that
equivalent unitary representations are related by a similarity transformation using a
unitary matrix. This result is summed up in the next theorem.

Theorem 3: If two unitary representations of a group (if are equi-

valent through the use of a matrix S, then a unitary matrix U can

be found which, when used in a similarity transformation, sends

the matrices in one representation into those of the other. Thus

if M'(R) and ["(R) are the two representations and we have
MgR) = $* PR)S (2-32)
then a unitary matrix U can be found such that
MEr) = U PRV = UTPR)U (2-33)
Proof: From Eq. (2-32) we have that
SMR) = MR)S (2-34)
for all R in Ci Let us take the adjoint of both sides of this expression
r®)t st = stre)! (2-35)

or
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- -1
reY st = sTre™ (2-36)
for all R in'YY . The latter relation is true because of the unitary nature of the two

representations. Since (2-36) is valid for all operators R in the group and since for

every element of the group there is a corresponding inverse, we have
M(R) SJr = STP(R) (2-37)
If we multiply (2-34) through from the right by SJr and make use of (2-37), we obtain

rRr) sst = spuryst

(2-38)

H

ssTPRr)

By methods similar to those used in the proof of the last theorem, we see that SST
is a Hermitian matrix. Under some unitary transformation V it can be brought to

diagonal form D .

viisslv=p
(2—39)
sstT- vov!

In analogy to the previous theorem we can show that D will have positive diagonal ele-

-1/2

ments and we can, therefore, define a matrix D which is diagonal with real di-

agonal elements. If we denote K = V D—l/2 \} ! then U= KS will be shown to be
the matrix which we are looking for. In order to do this, we must show that U is uni-
tary and that M'(R) = U-1 MR)U . Inorder to show that U is unitary we show that
vut-1.

uut - ksstkf - yp /2y sstyp /2yt (2-40)

In (2-40) we have made use of the fact that V is unitary and that D_l/z has nothing

but real diagonal elements. Therefore
uut = vp /2 pp /2 yl o yylog (2-41)

In (2-41) we have made use of Eq. (2-39). Having shown that U is unitary all that re-
mains is to show that P(R) = U-1 PRV .

-24-
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(2. REDUCIBLE AND IRREDUCIBLE REPRESENTATIONS OF A GROUP)
Ul prjy = st vo2 vl pwyvo 2 vls (2-42)

If in Eq. (2-42), we could commute the matrix D 1/2 through V-1 M(R)V we could then
prove the theorem. From Eqgs. (2-38) and (2-39) we have

PR)VOV ™= VOV M®) (2-43)
Multiplying from the right by V and from the left by V -1 yields
VIP®R)VD = DV MRV (2-44)

From this last equation we see that D commutes with V- I!P(R)V . If we call the ma-

trix elements of v! RV, Aij’ then in terms of components we have

Aij(Djj -D;;) = 0 for all i, ] (2-45)

This means that if Dii is different from Djj for some i and j Aij must vanish. From

this, it is clear that

A (D2 b2 tor ann i, j (2-46)
ij* 3 ii

Thus we see that D 1/2 commutes with V! MR)V . Using this fact in Eq. (2-42)

yields

ol Py = STV viir®yv 020 2y s

(2-47)

s! PR)s

This completes the proof of the theorem.

We have now seen that every representation of a group through non singular
matrices is equivalent to a unitary representation and that equivalent unitary repre-
sentation and that equivalent unitary representations can be obtained from one another
through the use of a unitary transformation. We have also seen that a reduced unitary

representation can be written in the form

)

MR) = PI(R) + M,(R) (2-48)

In order to complete our discussion of reducibility we shall need to show that a repre-
sentation reduced in the form (2-15) can, by a similarity transformation, be put in the
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(REPRESENTATIONS OF A GROUP)

form (2-48). (In other words the Q portion of (2-15) will vanish.) This result is sum-
med up in Theorem 4.

Theorem 4: If a representation is in its reduced from (2-15), a sim-

ilarity transformation will bring it to a unitary reduced form. (That

is, in (2-15), r'l(R) and PZ(R) are unitary and Q(R) = 0.)
Proof: Let us assume that we have a representation [(R) where [M(R) has the form

M (R) Q(R)
M(R) = (2-49)
0 ‘ F‘Z(R)
Let us form the Hermitian matrix
H= Y Mw) Mw)' (2-50)
R

This matrix, as we have seen from the proof of Theorem 2 when diagonalized by a

unitary transformation, has nothing but positive non zero diagonal elements. This de-
%

fines a positive definite Hermitian matrix. A well known matrix theorem states that

for a positive definite Hermitian matrix a non singular matrix S can be found such that
sHs't = 1 (2-51)

In addition, this matrix can be chosen to have the form

S11 SIZ
0 S22
0 0 S
S = 33 . (2'52)
0 0 . . . S

nn

In other words, all the matrix elements below the main diagonal vanish. With this ma-
trix S let us form MYR) = ST (R) S™!. In order to show that S is the desired ma-

trix all we need do is show that M'(R) is unitary. -

*See, for example, '"The Mathematics of Physics and Chemistry' by H. Margenau and
G. M. Murphy (D. Van Nostrand Company, Inc., New York, 1943. This theorem
is also contained in '"Die Theorie der Gruppen von Endlicher Ordnung' by
Andreas Speiser.
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(2. REDUCIBLE AND IRREDUCIBLE REPRESENTATIONS OF A GROUP)
re me) = {srms} {sTrm’s (2-53)
Between the curly brackets let us put 4 in the form of Eq. (2-51). This yields
r® me)t = srER) HRE)TsT (2-54)
From the proof of Theorem 3, we see that this is the same as
pi®) et = sHsT =1 (2-55)

From this we see that, ["'(R) = SI'(R)S “lis unitary. Now let us notice that both
S and S~! have the form (2-52). (That S™! has this form can be seen by expressing
S -1 in terms of the determinant of S and the cofactors of § .) Thus we see at once,
from the block multiplication of the three matrices that form ['(R), that [ (R) must
have the reduced form

MR
[(R) = (2-56)
0

Since ["'(R) is unitary, we have seen that Q'(R) = 0, and that r’l'(R) and PZ'(R) are
unitary matrices.
o

= P'(R)+ P, (R) (2-57)
Fz'(R)/

M Y(R)

0

This completes the proof of this theorem.

From the theorems of this section, we see that if a representation is reducible
to the form (2-15) by a similarity transformation, it is reducible to the form (2-57) by
a similarity transformation where r'l'(R) and PZ'(R) are unitary. If the original re-
ducible representation were unitary, then the reduction to the form {(2-57) can be car-
ried out through a unitary transformation (Theorem 3).

We may write a reducible representation in the form
P(R) = P (R) + [,(R)

It may be that M (R) and I,(R) can be further reduced. We can keep on reducing the
blocks which appear in this process. Eventually this process must cease when all the
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(REPRESENTATIONS OF A GROUP)

blocks which appear are irreducible. Thus we see that a representation is either irre-
ducible, or can be expressed as a "sum" of irreducible expressions.

MR) = n; M(R) + n, MR) + ... n, M.(R) (2-58)

By a sum of irreducible representations (2-58) we mean that ["(R) can be written in the

form (through a similarity transformation)

P (R)

r &)
' (2-59)

Here ny is the number of times the irreducible representation r‘k(R), or something
equivalent to it, appears. The irreducible representations of a group appear as the
fundamental entities out of which all representations are built. We see from this that
the properties of irreducible representations will be important to us in our later work.

One of the most important theorems concerning irreducible representations of
a group is Schur's Lemma. This theorem plays such a central role in the further de-
velopment and its applications are so numerous that we shall devote the next section to
the proof of this theorem.

3. Schur's Lemma

Before going on to the proof of a Schur's Lemma we shall need a closely related
theorem.

Theorem 5: The only matrix which commutes with all the matrices in

an irreducible representation is a constant times the unit matrix.
Proof: We have, by hypothesis, that a matrix commutes with all the matrices of an
irreducible representation. Let us call this matrix C and the matrices in the irredu-
cible representation r'(R). (We assume that the matrices M(R) are unitary and of

d?mension n.)
CMR) = MR)C for all R (2-60)

If we take the adjoint of this expression, we find that

-28-




(3. SCHUR'S LEMMA)
re)T ¢l = ¢Tp®)Tfor all B (2-61)
or
rehch= ctre (2-62)
This last reiation means that CT commutes with all the matrices representing the
group since as R runs over the elements of the group so does r°L Therefore, G + C T

and i( C - CT) commute with all r'(R). These matrices are Hermitian. It is, there-

fore, sufficient to show that any Hermitian matrix which commutes with all r'(R) is a

_constant times the unit matrix since C is expressible as a linear combination of these

Hermitian forms. We shall therefore assume that G is Hermitian. If this is the

case, it can be brought to diagonal form D by a unitary transformation U(D = U -1

CU). If the same unitary transformation is applied to M(R), we can define
-1
% r(®) = U MR)U (2-63)
P'(R) commutes with D since

ME)D - DM@®) = U r@®u Ulcu - ulcu ultrwu

v [rec - crrju (2-64)

=0

If D is not a constant times the. unit matrix, then it must have unequal diagonal ele-
ments. Let us assume that m of the diagonal elements are equal but distinct from the
remaining n - m. OQOur unitary transformation 'U can be arranged so that the m equal
diagonal elements are the first m diagonal elements. Our commutation relation (2-64)
states that )

r''R) D =D _TYR)..s,r=1...n (2-65)

sr rr Ss sr

If DSS is taken to be one of the first m diagonal elements and Drr is taken from the

n - m remaining elements, then we obtain

Iﬂ'(R)sr [Drr - Dss] =0

s=1...m (2-66)
r'(R)sr=o

r=m+l...n
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(REPRESENTATIONS OF A GROUP)

In other words [ '(R) is a matrix of the form

This means that M (R) has been reduced. This contradicts the hypothesis. We have
therefore shown that D is a diagonal matrix with equal diagonal elements or D = ¢ 1.
If D has this form then

C= upu?t= Utut-ca (2-68)
. .
has the same diagonal form. This completes the proof of this theorem. Even though
we have only proved this theorem for unitary representations we can easily extend the
result to cover the case of non unitary irreducible representations. If ['(R) were not
unitary it could be made unitary through a similarity transformation. (See Theorem 2.)
If we denote ["'(R) as the matrices in the unitary representation and S as the matrix

which makes I(R) unitary, then
MR) = S MRS (2-69)

We notice at once that if M(R) is irreducible so is the unitary representation [*'(R).
If a matrix C commutes with all T(R) then the matrix S 'CS commutes with

MYR) = S-1 ["(R)S. This means that S_IC S is a constant times the unit matrix.
This means in turn that C is a constant times the unit matrix which is what we desired
to show.

The converse of Theorem 5 also provides a useful theorem. This converse
provides the first method which we have for testing whether or not a representation is
irreducible short of trying all possible similarity transformations on the representation
to see if any will result in the form (2-15).

Theorem 6: If the only matrix which commutes with all the matrices

of a given representation is a constant times the unit matrix, then the

representation is irreducible.

Proof: Let F(R) be the matrices in the representation. Let us assume the conclusion
were false, that is, let us assume r'(R) is reducible. We know, from the results of

Theorem 4, that a reducible representation can be brought to the form (2-57) by a sim-
ilarity transformation. Let us put the representation ['(R) in its reduced form (2-57)

by the use of a similarity transformation S.
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m n-m
r®| o
M®) = s PR)S = (2-70)
0] F}(R)
It is clear that the matrix B, n-m
cli | (0)
C-= (2-71)
0 l c,1

where c, # ¢, commutes with M(R).

MR)C - CM(R) =0

(2-72)
st'rmrsc- csirms =o

Multiplying from the right by S ! and from the left by S yields
MR) SCS™! - SCS™!MP(R) = 0 (2-73)

We know from the hypothesis that SCS—l must be a constant times the unit matrix.
Therefore

SCS!-ca

(2-74)
C=c1

This cannot be since ¢,y # Cy We have been led to a contradiction and this proves
that (R) is irreducible.

We are now in a position to prove Schur's Lemma.
Theorem 7: (Schur's Lemma) If r'l(R) and r'Z(R) are two irredu-
cible representations of a group with dimensions n, and n, respect-

ively (n1 < nz) and we have found a matrix A with n; rows and n,
columns such that

Al,(R) = P (R)A for all R (2-75)

then either A is a zero n, by n, matrix or n; =mn,, A is square,

non singular, and the representations r'l(R) and r'z(R) are equivalent.
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Proof: We assume from the outset that l"‘l(R) and PZ(R) are unitary. Let us take
the adjoint of Eq. (2-75).

reTAT - Al r'l(R)Tfor all R (2-76)

or

(R'l) for all R
(2-77)

Multiply (2-77) from the right by A and (2-75) from the left by /-\T and subtract. From
this we see that

At AT, (R) = P,(R) ATA for all R (2-78)

We know from the result of Theorem 5 that the only matrix which commutes with all
the matrices of an irreducible representation is a scalar times the unit matrix. There-

fore
ATA = o1 (2-79)

Nowif cis not equal to zero and n; =n,, then the determinant of AAT does not vanish.
From this we conclude that the determinant of A does not vanish. This means that the

inverse of A exists and from (2-75)
Al M(RA = P,(R) (2-80)
In this case the representations are equivalent. If ¢ vanishes, then
AlAa =0 (2-81)

which means, when written out for the diagonal elements

n
sz1 Aikk Ajk =0(j=1... nl) (2-82)

From this we conclude that A, = 0 for all j and k. Thus A is a zero matrix.

jk
If n, <n, then A is a rectangular matrix. We can form a square matrix by

adding n, - n, rows of zeros to A forming & matrix B.
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EIDORDRRRR
6 - SRTEREEREES @-53
Anll ........... Anlnz
0. .. .. 0. .... 0
oo
It is clear that
ATa = g'B (2-84) .

Since B has some all zero rows, the determinant of B vanishes. Therefore the de-
terminant of AAT vanishes which means in turn that the ¢ defined above vanishes.
We have again that
na
k§1 A% AL =0 (=1 ..., n)
From this we conclude that A.k = 0 for all j and k. Thus we have shown for the case
n; <n, that A vanishes. This completes the proof of the theorem.

The case for n, < n, can be handled in an analogous manner. Schur's Lemma
is also valid for non unitary representations. We shall not complete the proof in detail
for this case but merely indicate the method. Suppose Pl(R) and r'Z(R) were not
unitary. Matrices S and R can be found such that

n
w

~
=3
£l
w

F (R

(2-85)

' -1
M) = R M, (R)R

form unitary representations of the group. They are, of course, also irreducible. By
hypothesis, we have that

AFZ(R) l"l(R)A

kz-sé)

ARP,'R)R™' = SP'(r)S™'A
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or

s7! ART,'r) = I''(R) ST'AR

From the result of the proof of Schur's Lemma for the case of unitary representations,
. we know that either S_l AR is a zero matrix or else n, =mn, and S—l AR is square
non singular and the representations r'l'(R) and r'z'(R) are equivalent. From these

facts we can conclude that either A is a zero matrix or else n, =n and A is square

1
non singular and the representations r'l (R) and PZ(R) are equivalent. This indicates

the completion of the proof for the non unitary case.
In the next section we shall apply Schur's Lemma to the proof of the orthogonality

relations for irreducible representations of a group. These relations form one of the

most useful of all properties of irreducible representations.

4. The Orthogonality Relations

o St e

The orthogonality relations for irreducible unitary representations of a group

state that for two distinct inequivalent unitary representations Pl(R) and PZ(R)

e RN,

”’: . v
%‘ T (R)j; T5(R)y, = 0 for all i, j,k, ¢ (2-87)
p The summation extends over all R in the group ? which we shall assume to be of
; order g. For the coefficients of the same unitary irreducible representations of the
oo group
%
0 _ g _
%:rl(R)].Lj r,(R), = e 81 B3t (2-88)

Here n, is the dimension of the irreducible representation. We can put these two rela-

tions into a single relation
Y * - £ -
R ru(R)ij rﬁ(R)k! - _ﬁ: 60[3 6i.k 6jl (2-89)

n, is the dimension of the o.th irreducible representation and the sum as written van-

ishes unless we have the same irreducible representation and the same row and column

oo

of that irreducible representation.
We shall prove this useful theorem by the use of Schur's Lemma. Let us con-

struct for a pair of representations (we shall not at this point assume they are unitary)

3

the matrix A with n, rows and n, columns

A= T rmx [rm]? (2-90)
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here r‘Z(R) is of dimension n,, r'l(R) is of dimension n,, and X is an arbitrary

rectangular matrix with n, rows and n, columns. We first note that

1

r,(RHA = AT (R (2-91)

We can see this easily since

r,(RHa = ZR: M, (R'R)X [f"l(R)]'1
(2-92)
- T MEmX EE D
We notice that as R runs over the group ? so does R'R. Therefore
2 M (R'R)X [I"I(R'R)]'1 = A (2-93)

R

which proves our assertion. We notice now, from Schur's Lemma, that if r'Z(R) and

r'l(R) are inequivalent A must vanish. We have, therefore, for arbitrary X

%,‘ P, (R)X [l“l(R)]'l =0 (2-94)

Writing out the matrix elements of A this becomes
-1 _
;' Z r, i 3'1' rl(R )l'k =0 (2-95)
i1

Let us let Xj‘!' vanish except for the element le which we take to be unity. From this
we get

% TR r (RN, =0 (2-96)

For a unitary representation I‘l(R_l)th = rl(R);:[ Therefore for two inequivalent

unitary representations we have proved the theorem, namely
Y r,(R)..T,(R), =0
R 23] 1Y ke
If the representation FZ(R) is the same as r.l (R), then we have
M @®R)A = A M(R) (2-97)

This in turn means, from the result of Theorem 5, that A is a scalar times the unit
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matrix
A= X P@®RX MERY=cl (2-98)
R

where ¢, of course, depends on X . Let us once again choose X in such a manner

that the only non vanishing elements is le which is unity and call the corresponding

c, Cj[
-1 B _
% rl(R)ij r (R, = ¢i Sik (2-99)
LY
We must now determine le' Let us seti =k and sum overi (i=1, ... nl)
-1 B
Z h) T (R); TRy =) ey (2-100)
i R
But
S r.@®..r,@®RY, = @®R), =5
i St 4 1 I £
Therefore
% 63.1 = ny Cj!
or
g 63.1 =1, le
= &
cjl n, 81.1
which finally means that
Y r@®..T.RY, =Ls,8 (2-102)
R 1Y &k n j Tik
For a unitary representation, we have
- 8 -
% rl(R)l’L T (R); = = 51 By (2-103)

This proves the second portion of our orthogonality theorem for group representations.
Before leaving these general orthogonality relations it will be useful to write

the orthogonality relations for non unitary representations of the group in a slightly

different form. The orthogonality relations for non unitary representations are summed
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up in Egs. (2-96) and (2-102). These two relations can be combined into a single
orthogonality relation for non unitary representations which takes the form

-1 _ g
g Ty (R)y Tg(RT) g = e 5ap Bik 51 (2-104)

We saw in the first section of this chapter that if we had a representat'ign rl(R) we
could form a new representation of the group by using the matrices F(R)_l. Let us

define P(R)" as

~ ~ ~
PR = FR)™ = PR (2-108)
With this definition we can rewrite the orthogonality relations (2-104) in the form

% (R rﬁ(R);‘d = n% 503 Sik 551 (2-106)

When written in this form, for non unitary representations, the orthogonality relations
involve the matrix elements of the representation I’ (R) with those of I (R)F For
the case of unitary representations r (R)Ic = (R)t:'k and our relations (2-106) become
the ordinary orthogonality relations between the elements of a unitary irreducible
. representation.

As an example of these orthogonality relations we may consider the group C3v‘
We have found two one-dimensional representations. One is the identity representa-
tion and the other is the representation given in Eq. (2-14)‘. These are clearly irre-
ducible representations. (A one-dimensional representation of any group is irredu-
cible. It cannot be put in the form (2-15) by a similarity transformation.) We also
had a two-dimensional unitary representation using the matrices M1 . M6 which we
introduced in the first chapter. We can see that this is an irreducible representation
of the group in the following way. If it were reducible, since it is two-dimensional,
it could be reduced so that every element of the group were represented by a diagonal
matrix. Diagonal matrices commute. The group elements in general do not commute. -
Since we had a faithful representation we have encountered a contradiction and there-
fore this two-dimensional representation is irreducible.

Let us write out these three irreducible representations
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R 2
E C3 C3 0‘1 0‘2 0-3
FI(R) 1 1 1 1 1 1
r®| 1 1 1 -1 -1 -1
1 0 D SV T I SOV T B 1 -3 1 3
M. (R) 2 2 2 2 2 2 2 2
’ 0 1 -3 1 _1[_3- 1 0 1 :__‘/_-?_ L _.é 1
2 2 2 2 2 2 2 2
We can now easily check a few of the orthogonality relations. For example
21 (R), T,(R),; = (1D(1) + (D) + (1)) + (1) + (1)(-1) + (1))
=0
%rl(R) aR), = (1)(0)+ (1) —@ + (1)('—“{5) + (1)(0) + (U('é) + (1)(‘/—23—)
=0
- -3 - -
T r5(R), Ty, = 000) + 2L+ (L) 4 (o) + CLEL + (L
=0

1 1 .
2 T3(R)yy TyfR)yy = (00 + (-3)(-5) + (-3)(-9) + (D1 + Q) +

=3 =é
2
grz(a)u L,(R)p ;= (D) + (1)) + (1)) + (-1)(-1) + (-1)(-1) + (-1)(-1)
= 6 =é
1

5. Group Characters

In the last sections, we have studied representations of group. We noticed
that if we had a representation of a group we could generate a great many more from
it by using a similarity transformation. If a representation were reducible, all
representations equivalent to it were also reducible. If a representation were irre-~
ducible all representations equivalent to it were also irreducible. In this way, we
see that we can assign properties to a representation and all those equivalent to it.
We would like to have some specification of a representation which is unchanged if
the representation undergoes a similarity transformation. The character of a rep-
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resentation provides such a specification.

Before going into this let us notice that the trace of a matrix (sum of the di-
agonal elements) is unchanged if the matrix undergoes a similarity transformation.
Consider a matrix A and a matrix A' = S_1 AS . The latter matrix is related to

the former through a similarity transformation. By the trace of A we mean

trace (A) = 3 A, (2-108)

9 11
1

If we calculated the trace of A', we obtain

trace (371 AS )
ZAL
1

1
%’; S 2515kt

-1

% EEg N
2 by AT 24y
trace (A)

trace (A"')

i

i

t

(2-109)

i

u

If we were to calculate the trace of every matrix (R) in a representation of
a group, this collection of numbers would be the same for every representation equiva-
lent to M(R). The traces of matrices representing a group are denoted by x(R) and

are called the character system of the representation
X(R) = X T(R),; (2-110)
J

If the group is of order g then the character system of the representation consists of
the g numbers X(R).

From the invariance of the character under a similarity transformation, we
can also conclude that the characters of group elements in the same class are equal.
This is clear since if R and R' belong to the same class R = X_IR' X. For the

matrices in the representation IM(R)

r@ = [re)]? re) re) (2-111)
From this we conclude that if R and R' are in the same class x(R) = x(R'). Thus if
the groupg, had r classes C1 = E, CZ’ C3, e, Cr with hl =1, hZ’ .h3’ e, .hr
elements respectively and if we denote the ith class of elements by Rll, ey R;l_, we
i
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have that

x(Ril) = x(Riz) e = x(RLi) (2-112)

Thus, it is seen that for a given representation the characters are only a function of
which class the group elements belong. We could, therefore, specify the character
system of a given representation by giving the characters of elements belonging to
the same class. In this way, we see that we could denote the character by X(Ci)’ !
where X(Ci) is the character of all elements in the ith class.

In the last section we noticed that there were orthogonality relations between
the matrix elements in irreducible representations. These were summed up for ir- '

reducible representations in Eq. (2-106)
2' T (R)..T Rt = 8 -
R 0.( )ij [3( Dot = n 60.;3 8k 6ji (2-113) -

If we seti=jand k =2Land sum i from 1 to n, and k from 1 to np, we obtain

T Xg(R) xg(R)'
R

(2-114)

=g 5ClB
Thus, we have an orthogonality theorem between group characters. Here xa(R) is
the character system for PQ(R) and xp(R)t is the character system for I"‘a(R)t =
Me@®™).
We may write this orthogonality relation somewhat differently by noticing
that if x(R) is the trace of the matrix ™(R) in a group representation, then )((R)t =
x(R)* is the trace of the matrix P(R)t. This can most easily be seen by noticing that ,

if the representation M(R) is made unitary by a similarity transformation using a

matrix S, then we have for the unitary representation

MR) = §'PR)g (2-115)
and therefore
!
~v ~
MR = MR = SRS (2-116)
t. . . * -1 '
Thus M(R) is equivalent to the representation ["™(R) using the matrix S The '

%
trace of ['(R) is just the complex conjugate of the trace of [“'(R). From the in- !
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variance of traces under a similarity transformation we see at once that

*

trace (P(R) )
[trace (n '(R))]*
[trace (r (R))]*

x(R)' = trace (M (R)")

(2-117)

)

x(R
From the preceding paragraph, we can rewrite the orthogonality relations in

the form

g X, (R) XB(R)* =g 8,5 (2-118)

We have also noticed that the characters associated with elements in the same class
are equal. Our orthogonality relations can, therefore, be written in the form

r
ig]_ hi Xa(ci) Xﬁ(ci)* =g 60.‘3 ' (2-119)

From the preceding discussion we can conclude

Theorem 8: A necessary and sufficient condition for the equivalence

of two irreducible representations is the equality of their charactes

systems.
Proof: It is clear from the invariance of characters under a similarity transformation
that we have a necessary condition. To show the sufficiency, we must show that if the
characters of two irreducible representations are identical, then the representations
are equivalent. If we call "(R) and ['(R) the two irreducible representations and
they have characters x(R) and x'(R) (x(R) = x'(R)). If they were inequivalent,

T x(R) x'(R)" = 0 (2-120)
R
from Eq. (2-118). But we know that for a representation [M(R) from Eq. (2-118)
sk
2 x(R) x(R)" =g (2-121)
R
Since x(R) = x'(R) we have been led to a contradiction. From this we see that all we
need do to check the equivalence of two irreducible representations is to compare

their character systems. It is the case that the same theorem holds for reducible
representations. Before we prove this, we must analyze the relation between a re-
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ducible representation and its reduced form more fully.
We saw in Section 2 of this chapter that every reducible representation could
be reduced to the form (2-59) through a similarity transformation. This reducibility

was expressed by Eq. (2-58)
PR) = ¢, MR) + ¢, LR)+c P (R)+ ... (2-122)

Cq is the number of times the o.th irreducible representation or a representation equiva-
lent to it appears in the diagonal blocks'of (2-59). By taking traces we see that, if we
call x(R) the character of M(R),

x(R) = ¢ x;(R) + c,x,(R) + ... + c x (R) + ... (2-123)

We can find the numbers e of the following theorem.
Theorem 9: The number of times an irreducible representation f‘a(R)
or a representation equivalent to it appears in a reducible representa-

tion M(R) is given by

C =

a %: x(R) xu*(R) (2-124)

[~

Proof: Let us multiply both sides of Eq. (2-123) by xa(R)* and sum over R. Using
the orthogonality relations for group characters, we have that
T xR)x “(R) = c_g (2-125)
R
This proves the theorem.

From Theorem 9 we see that the reduction of a reducible representation into
its irreducible parts is unique. By being unique we mean that the number of times
that an irreducible representation appears along the diagonal in (2-59) when added to
the number of times an equivalent irreducible representation appears is a unique
number. The order in which the irreducible representations appear need not be
unique nor need the individual blocks equivalent to a particular irreducible representa-
tion be the same in both decompositions. In order to show that the decomposition is
unique, in this sense, let us assume that there were two possible decompositions.

NR) = ¢ r'l(R) t ey r'a(R) + ... (2-126)

r(r)

cl'rH(R) + ... ca'r;(R) + ...
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From Theorem 9 we see that

(2-127)

= |~

We have, therefore, that ¢, = ca' and the decomposition into irreducible representa-
tions is unique.

From this it is clear that if two representations (reducible or irreducible)
have the same character system they are equivalent. We see, from Theorem 9, that

' they can, by a similarity transformation, be brought to the same reduced form if

there character systems are the same. Since they both can be brought to the same
form by a similarity transformation they are equivalent. To see if two representa-
tions are equivalent all we need do is see if their character systems are identical.

From these facts we get another interesting piece of information about the
characters. Consider, for a reducible representation (2-123)

2 % ¢
2 Ix®)“= ¥ x® xR =Y Zai x;(R) a, X:(R) (2-128)
R R R ij 17
Because of the orthogonality theorem
2 _
2 xR =g Fesa e
R ij
(2-129)

]

g Zaiz

1

Thus, for a reducible representation z |x(R)|2 is the order of the group multiplied
by the sum of the squares of the number of times the various irreducible representa-

tions appear in the reducible representation. If a representation is irreducible, we
have

2
2 Ix(B)“ =g(1) = g
R
From this we conclude

Theorem 10: A necessary and sufficient condition for a representa-
tion to be irreducible is

g Ix(R)]? = g (2-130)
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Proof: The necessity we have already shown. That the representation is irreducible
if the relation (2-130) is satisfied is also clear. If it were reducible, then

T Ix®)I > ¢
R

which contradicts the hypothesis
' 2
2 xR =g
R

This theorem gives a convenient test for the irreducibility of a given representa-
tion. For the two-dimensional representation of the group C3V given in Eq. (2-107)
we have
X(E) = 2; X(C3) = X(C3 -1 X(Ul) = X(Gz) = X(0'3) =0
(2-131)
+ (1)2 + (0)2 + (0)2 + (0)2 =6
Thus, for this representation the sum of the squares of the characters is equal to the

order of the group and we again check that the representation is irreducible.

6. Class Multiplication, The Regular Representation, and Representation Multiplication

In this section, we shall introduce three new concepts which will prove useful
in the applications of group theory. We shall not make extensive use of them in this
section but merely employ them to determine the number of irreducible representa-
tions which a group has and, in addition, prove that the sums of the squares of the
orders of the irreducible representations is equal to the order of the group.

A. Class Multiplication

Let us denote by Ci(i =1... r)the classes of a group ? of order g. We shall

call h, the number of elements in the ith

i i
R1 Rhi.

class and we shall denote these elements by
We can define a quantity

i i i

Ci—R1+ R, + ... R

i
h.
i

(2-132)

where we add all the elements in the ith class. We have not previously introduced the
sum of elements of a group. We shall not, at this point, go into the properties of
such a sum, but shall discuss this point in detail later on in another connection. With

the definition (2-132) we can define
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LRl i
+... +Rhi)(R1+... +Rh.)
h, J (2-133)
f R R
&P g

The sum on the right -hand side of (2- 133) consists again of a sum over group elements.
We notice that X~ C CJX b C XX C X = C, CJ for any X in 9 . From this we
conclude that the right-hand side of (2- 133) consists of a sum of classes since if it
contains one element in a class it must contain all elements in that class. The sum

of the right of (2-133) might contain a class more than once. In any case, we may
write

r
CC.i= ¥ ¢ C (2-134)

i7] k&1 ijk “k
Here Cijk is the number of times the class sum Ck is contained in the product Cicj
and is some integers > 0.
The quantities Ciap have a number of properties. First, we note that for any
X in the group X~ C X = Ci' It is clear that for any R in C .4 RX is a number
of the sum C since X RX is in the same class as R. We can, from this, conclude
that as R runs over the members of a class C so does X~ RX This yields the first

property of c, Since Cicj Cjci we conclude

ijk’

= c., (2-135)

%k T Cjik

We also notice that Cle = ECj = Cj’ Therefore we have the relation

1k = Sk T 6jk (2-136)
Lt us also notice that if Ci is a class then there is another class consisting of the

same number of elements containing the inverses of all the elements in C,. This is

clear since if R is a member of the class C,, then consider x1r! x = [x"'rx| L
The latter quantity is also the inverse of a member of the class C. Let us denote

by C ' the class consisting of the inverses of the class C It may be that C = C '
Con51der for example, the class {o’l, Ty 0"3} of the group C v As we have men-
tioned the number of elements in the class C ' is the same as the number of elements
in the class Ci’ namely hi‘ From this we conclude that Cicj either contains the iden-

tity class C1 =E hi times if j = i' or not at all if j # i'. In other words

Cijl = hi ﬁji' (2-137)
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The concept of class multiplication enables us to derive a new set of relations
between the group characters. Suppose we formed for an irreducible representation

r’q(R) the class sums corresponding to (2-132)

h,
i

i_ i

C, = Z r'u(Rp) (2-138)
p=1

Since matrices in a representation multiply just like the corresponding group elements,

we conclude from this that for any group element X
i i
r&c =c¢, MK (2-139)

This allows us to conclude, from Theorem 5, that C: must be a constant times the
unit matrix
i_ i
C,=1,.1 (2-140)
Let us now determine the constant 71;- We can take the trace of both sides of Eq,
(2-138) yields 11:1 n . If we take the trace of the right-hand side of Eq. (2~138), we

get (since the characters of all elements in the same class is the same) hi Xa(Ci)'

From this we conclude that

. h, x (C.)
n; = _1_n“__1_ (2~141)
a
We notice from relation (2-134) and (2-140) that
i aj < k
c,C. = kz:l . C, (2-142)
and
i i k
n = C.ap M (2-143)
e & ijk 'a
Using (2-141) we obtain as a new relation between group characters
hihj x().(Ci) Xa(cj) - % . hk Xo.(ck)
nn k=1 1k n
aa a
(2~144)

or




v'f'l

- —

(6. CLASS MULTIPLICATION, ETC.)

B. Regular Representation

We can generate on particularly useful representation of a group in the follow-
ing way. Consider a group 9, of order g with elements Rl = E, RZ,’ ..., R_. We
can consider these group elements themselves as the basis vectors which generate a
representation much as we consider the vectors in Section 1 of this chapter as generat-
ing a representation. Thus, if we were to consider some element X of the group we
may write

XR, = i AkI(X) Ry (2_145)
From the group postulates, we know that XRI is a member of the group. Thus, we
see that AkI(X> = 0 unless XRI = Rk in which case it is unity. This representation
A (X) will be of dimensions g and have a single 1 in each column and all the rest of
the elements zero. This is called the regular representation. It is clear that the
only group element which will have a matrix with non vanishing elements along the
diagonal is A (E). In this g 1'swill appear along the diagonal. Therefore we conclude
that x(E) = g x(R) = 0.

In order to fix this representation in our minds, let us calculate the matrix
representing the operator C, for the group C3v‘ Let R1 = E, R2 = C3, Ry = C32,
R4 =0y, R5 =0y, R6 =0y Then

2By = Ry
R)R, = Ry
R,R, = R,
RyRg = Ry
R,R, = R

Therefore, the matrix A (C3) in the regular representation is given by

(2-146)

—

@!

w

~—

1
o O O O = O
o O O = O O
c O O O O =
- O O O O O
o O = O O O
S e~ O O O O
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Knowing the characters of the regular representation, we can by the procedure
of the last section, determine how many times each irreducible representation occurs

in the regular representation. The number of times the ath irreducible representation
occurs is given by

1 %
cq =g & XR) X, (R)
R (2-147)
_ 1 £
= 'g- X(E) XG(E)
e Know at x 18 equa (o] e dimension o e a irreducible representation
We know that x_(E) is equal to the di ion of the o' irreducibl tati
1
¢ =Zgn =n (2-148)
a g a a

From this we learn that the ath irreducible representation occurs as often as its dimen-

sion. This allows us to conclude, since the order of the regular representation is g,
that

a

g=Yn’ (2-149)

In this manner we have shown that the number of irreducible representations of a finite
group is finite and in addition

Theorem 11: The sum of the squares of the dimensions of the irredu-

cible representations is equal to the order of the group.

We still cannot say how many irreducible representations there are for a finite
group. We now have at our disposal sufficient information to answer this question.
Let us say there are r' irreducible representations. ILet us take the trace of the ma-

trices in the regular representation. From (2-148) we can write

A(R) =

=]

] o BT O Re

n x(R)=0ifR#E (2-150)

e

or since n_ = x (E)
rl
gl X (E) x (R) = 0if R E

(2-151)
=gifR=E
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Now let us sum Eq. (2-144) over all a

H

r! r
1 xn(ci) hj xa(cj) = . ;1 n kZ . ik h, xu(ck) (2-152)

™M

a

Since n_ = XQ(E), using Eq. (2-151), we obtain

r! r
h; by Zl Xa(Cy) x,(Cy) = kZl ®ijk Pk Ok1 &
a= = (2-153)
= Cijy by 8 T ey 8
We know from relation (2-137) that Cijl o 631, Therefore,
r!
h hj a;lxa(cl) Xa(cj) =8 hi 6jil (2-154)
Dividing out the factor hi hj’ we obtain
X g
C = 2 3., 2-155
g ) X J) n it ( )

One need only consider the unitary representations of a group to convince oneself that
b 3
1 - 3
Xa(Ci) = xa(Ci) . This leads to

r
(2-156)

™

X
x (C.)x (Cc.)" = & &,
W&y el Tt h; 1]

This is a new orthogonality relation for the characters. In it we hold the classes fixed
and sum over the representations. We now rewrite our orthogonality relations (2-156)
and (2-119) slightly differently so that their similarity can be seen

r

1
o

(2-157)

3 Ve S e
i‘/-x(C/_ (C)

If we now set i = jin (2-157) and sum over i and set a = B in (2-158) and sum over a,

!
(=4

(2-158)

we obtain
i‘ rZ' \/—h_i—x (C-)\/Ex (c,) = r'
ety 2T gt (2-159)
by gl«/:;- eV e = e
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struct a new representation of the group by the following procedure.
matrix [M(R) which is written as M(R) X
direct product of the representations [™(R) and [(R). The matrix elements of [Y(R)
are obtained by taking all possible products of the matrix elements of [M(R) and M"(R).
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This allows us to conclude that r = r' or

Theorem 12: The number of irreducible representations of a group

is equal to the number of classes of that group.
The character systems of a group are generally presented in the form of a
character table. In this table the classes are listed across the top of the table and the
irreducible representations are listed down the left-hand side of the table.

a character table has the form of (2-160)

In general

C,=E | C, | ..., C.
Pl ox®) | x(Cy) x,(C..)
Myl X (E) | x,(Cy) x,(C.)
(2-160)
ral x(E) | x,.(C) xp(C.)

For the group C3v’ we can now construct the character table from the informa-
tion in (2-107). We have presented in that table three non equivalent irreducible repre-
sentations of the group C3v' Since there are only three classes to the group C3v’ this
must represent the complete set of no equivalent irreducible representations. The
character table for this group is then

C

3v
E C3,C32 010y, T3
l"l 1 1 1
l"2 1 1 -1
ry 2 -1 0

C. Representation Multiplication

From two representations of a group [(R) and [M(R) it is possible to con-
Let us define a
™(R), and is called the Kronecker or

-50-

\(:



sy
P o
’V
/
1.
l\
]
’ §
~'.
‘y? kY
[
i
|

’

B _
——— e

(6. CLASS MULTIPLICATION, ETC.)

I“(R)( = I'(R),; T"(R) (2-162)

1j)(k4) it

This is the element in the ij row of [(R) and the kf® column. The index (ij) is
generally taken in dictionary order so that (ij) precedes (ij') when i < i’ or if i = i'
when j < j'. If M'(R) was of dimension m and ["(R) was of dimension n, then (R)
= MY(R) X ["(R)is of dimension mn. Let us first notice that if ["(R) and [¥'(R)
form a representation of the group then [M(R) forms a representation of the group. In
other words we must show that M(RR') = M(R) MR").

It

l“(RR')(ij)(kl) r'(RR')ikI‘”(RR')jI

"(R) (2-163)

p;q T'R);, TR, (B)yg ot
2

(pq

n

) TR i3 00) TR pg) iy

This proves our assertion, and we see that " (R) forms a representation for the
group.

We can find the relation between the character systems of ["(R) and those of
M(R) and [™(R). Let us denote these characters by x(R), x'(R), and x"(R), respect-
ively.

x(R) = 2 T(R)(3)(15) = Y r'(R),, T"(R).. = x'(R)x"(R) (2-164)
i) ij)(ij) & i ii
Thus the character corresponding to R in the direct product representation is just
given by the products of the characters of the representations entering into the direct
product.

A particularly useful set of direct products are the products of the irreducible
representations. If l"'a(R) and I (R) are irreducible representations of a group, we
may define [ (R) X r'p(R). This may of course be reducible. If it is we may write

r

r'u(R) X r'ﬁ(R) = P)\(R) (2-165)

A=1
gaﬁx represents the number of times the \ irreducible representation occurs in the

product of the a and B irreducible representations. From the relation (2-164) and
Theorem 9, we see that

%: Xy (R) xg(R) x)‘(R)* (2-166)

gaﬁx -

[
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These quantities have many of the properties which the quantities cijk had above.

From the definition it can be seen at once, using (2-118), that

Eaph = Bpan

f1p = Fpn = Oor (2-167)

. . t
461 = %gal 0 unless Pﬁ is equivalent to r‘a

1if l-"3 is equivalent to r'ut

We see that we have expressed the quantities gaﬁ)\ in terms of the group
characters. We can in a similar manner express the quantities Ciik (Eq. (2-134) in
terms of the group characters. Let us take the Eq. (2-144) and multiply by

L

n
a

]
X,(Cp)

and sum over a. Using relation (2-155) we obtain

r h.x (C) h. x (c.) *
1 Ma' 1 ] a7 ] —
o Xa.(cm) =g Cijm
a=1 a (2-168)
*
_ hi hJ r Xa(Cl) XQ(CJ) Xu(cm)
e =4 ¥
i =T 2, %oE)
Appendix

If we have a matrix A with elements Aij we may define a number of matrices

in terms of the elements of this given matrix.
*

&
We call A" the complex conjugate of A, Its i, jth element is A13

K is the transpose of A . Its i, jth element is A ..
AT = A*is the adjoint of A  (complex conjugajtle transpose).
Its i, jth element is A;.
In this notation we may define some properties which a matrix may possess.
A matrix A is said to be Hermitianif AT = A.
A matrix is symmetric if A=A.
A matrix is skew symmetric if K = -A.

Unitary matrices have the property that AJr = A'l.
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Chapter III

RELATION OF GROUP THEORY AND QUANTUM MECHANICS

i In the preceding chapters we have concerned ourselves with the abstract prop-
erties of groups and their representations. This theory of groups finds wide applica-
tion in quantum theory. In order to proceed with this, we must study the effects of

coordinate transformations on functions of these coordinates.

1. Operators for Coordinate Transformations

Let us imagine that in an n dimensional space we have defined a function

: f(xl, Xor vons xn). Here x,X,, ..., X are the coordinates of a point in this space.
We may, from the outset, denote f(xl, Xoy oo xn) as f(;) where ¥ is a vector from
the origin to the point whose coordinates are X o Xoy vees X We now let our coordin-
‘ ate system undergo a real linear orthogonal transformation™ of the coordinates to a
' : 1 1 ' 1
new coordinate system Xy pXo N Xah e X
1= ' ' '
X R11x1+R12x2+...+Rlnxr1
| (3-1)
] - ! 1 1
X Rn1x1+RnZXZ+"‘+Rnnxn
In vector notation, we have
= R'X (3-2)

The function f(;) can be described in terms of the new coordinate system. Of course

in this new coordinate system we must describe it by a new function of these coordin-

ates. Let us call this new function Rf(xl', X' ox')
Rf(xl',xz',...,xn') = f(xl,xz, , xn) (3-3)
or
RE(x") = RE( '%) = £(X) (3-4)

We can look upon R as an operator which changes the function f in such a way that Rf

e i gt
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evaluated at the point X' is the same as f evaluated at the point X. We can rewrite
(3-4) in a different manner.

£(x) = #(R'%) = R} £(%) (3-5)
Here R™' is defined by
-] -1 - -
RH(R" " x) = fx) (3-6)

From (3-5) it is seen that the original function f when evaluated at the point X' is the
same as the function, f operated on by the inverse transformation R—I, and evaluated
at the original point X.

This is a concept most easily illustrated by a simple example. Imagine, in
two dimensions, the function f(xl, XZ) = axl'2 + bxzz. The contours of constant value
for this function are ellipses and are illustrated in Fig. 3-1. We might imagine the

coordinate transforiaation which represents a

rotation clockwise through 90°.

//////::::::EEE
~—
The original function f(xlxz) described in terms

of the rotated coordinate system is Rf(xl', xz') =

axz'2 + bxl'z = axl2 + bxz‘Z (Eq. 3-3). Eq. (3-5)

can be easily interpreted. This says that we have

the same physical situation if we rotate the func-
Fig. 3-1 tion (contour lines) counter clockwise through
90° and describe this function in terms of the old coordinate system as we get if we
rotate the coordinate system clockwise through 90° and leave the function (contour
lines) stationary, evaluating it at the point X' = R')—{. (See Figs. 3-2a and 3-2b.)
Thus, in a manner of speaking, rotating the function is the same as rotating the coordin-
ate system in the opposite direction.

In this way for every coordinate transformation R'we can define a corresponding
operator R through the use of Eq. (3-4). These operators which act on the functions
multiply in the same way that the coordinate transformations multiply. Thus if R'; =
X' and Sx' = ;", then

~-54-
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0 B //;ﬁ

U= N A

Fig. 3-2a Fig. 3-2b

—

Rf(X) = RE(R'X) = £(¥)
SRE(x") = SRE(S'R'X) = f(X)
We also have that
(SR) t(x") = f(x)

Therefore, the combined operations (SR) is the same as the product of S and R. It is

obvious that the operators R are the linear operators
R(af + bg) = aRf + bRg

This is merely an expression of the fact that in changing variables in the sum of two
functions we can change the variables in each independently and then add.
In addition to this, the operators R are unitary. Thus if we have the integral

#, g) =ff*(§<’) g(x) dx, ... dx_

the value of this integral is unchanged if we change the variables of integration. Thus

(b, g) =ff*(R'§<’) g(R'X) dx," ... dx '
(b, g) =ff*(R'>?) g( R'X) dx) ... dxg
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From Eq. (3-5)

(t, g) =f [R'l f(i’)]* R g(x) dx) ... dxg

We have therefore that (f, g) = (R—1 f, R—l) or (f,g) = (Rf, Rg). This we take as the
definition of a unitary operator. We m{ggklt note in passing that it is also true that
Rfg = Rf, Rg.

In this way we- have defined for every real orthogonal coordinate transformation

R' a corresponding operator R which is both linear and unitary.

2. Relation to Schrodinger's Equation

Let us apply these concepts to Schrédinger's equation. In quantum mechanics
we are concerned with eigenstates of a Hamiltonian operator H which may be defined
in a coordinate system X. We denote the operator in this coordinate system as H(;;)
In general, of course, the Hamiltonian operator is a function of derivatives with re-
spect to the coordinates as well as the coordinates themselves. H(;) merely ex-
presses the fact that H is expressed in the coordinate system X. It does not mean
that the Hamiltonian operator is only a function of these coordinates.

If we allow H(X) to operate on a function ¢(X) we have g(x) = H(x) ¢(x). Using

the relation (3-4) for a coordinate transformation, we have

gF) = HE) 4(%) = Re(R'F) = B[E(RT) W(R'T)]
(3-7)
= RH(R'X) R 4(&)
Since this is valid for all § we have the result that
H(Z) = RE(R'Z) R} (3-8)

The effect of the operator H(X) is the same as the effect of the operator R H( R';;)R—l.
Under certain circumstances a change of coordinates in the Hamiltonian may leave

that Hamiltonian invariant.

—

H(R'¥) = H(X) (3-9)

In this case Eq. {(3-8) becomes

1

H(X) = RH(X) R~ (3-10)
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or
RH(X) = HX)R (3-11)

The operator R commutes with the Hamiltonian and from this we conclude that R is
a constant of the motion. Eigenstates of our Hamiltonian can be found which are
simultaneously eigenstates of the operator R. We might consider the collection of all
coordinate transformations R' which leave the Hamiltonian invariant. We shall now
show that these coordinate transformations form a group.

Theorem 13: The collection of all coordinate transformations R!

which leave the Hamiltonian invariant (H( R'X) = H(X)) forms a

group.

Proof: It is clear that the coordinate transformation which does not change the coordin-
ates forms the identity element of the group. The product of two coordinate transfor-
mations both of which leave the Hamailtonian invariant also leaves the Hamailtonian in-
variant. This follows from H(S'R'x) = H( R'X) = H(X). The associative law holds.
That the inverse of R' leaves the Hamiltonian unchanged is also obvious. By hypothe-
sis we have H(R' R'-l X) = H( R'_;l ¥) = H(X). In this way we have proved that the
collection of coordinate transformations which leaves the Hamiltonian invariant forms

a group.

From the preceding discussion we can now conclude that the operators R cor-
responding to the R' which leave the Hamiltonian invariant also form a group. This
is called the group of the Schrodinger equation. Let us now consider this group. For
these operators we have seen that HR = RH. Suppose we had a degenerate eigenstate
of the Schrodinger equation

Hy, = Ey n=1...140 (3-12)
(2 is the degeneracy of the state) and operate on this state with the operator R. Let
us operate on both sides of (3-12) from the left with R, an operator which leaves the

Hamiltonian invariant. From Eq. (3-11) we have that

RHy = HRy = ERy, -
3-13
H(Ry ) = E(Ry )

From this we see that Rkpn is also an eigenstate of the Hamiltonian with energy E.

Since this is the case it must be expressible as a linear combination of the degenerate
eigenstates.

-57-

1(:



,_‘A_“‘
———

—— e

(RELATION OF GROUP THEORY AND QUANTUM MECHANICS)

L
Ry, = mgll“(R)mn Y (3-14)

If we now operate on (3-14) with an operator S which leaves the Hamiltonian invariant

we obtain, due to the linearity of these operators,

1
SRy, = mz=:l T(R),,, St
1 z!: ( (3-15)
- r(R),_ T(S) ¢
mz=:1 q=1 mn qm °q
We also know from definition that
1
SRy, = q;l r(SR)qn 4;q (3-16)
From this we obtain the result that
M(SR) = M(s) M(R) (3-17)

In other words, the matrices describing the transformations of the degenerate set of
eigenstates under an operator R form a representation of the group of operators
which leaves the Hamiltonian invariant. If we assume that the eigenstates 4;1 . 411,

with the energy E, form an orthonormal set, we obtain

(o ¥)= 5
= (Ry_,Ry ) = ¥ TR _T(R)_ (¥,
m n pzq pm P Tq (3-18)
*
- p,zq P(R)pm T®)gn 5pq
_ f
= % I‘(R)mp r(R)pn

or
re)' rR) =4

Thus we see that an orthogonal normalized set of functions leads to a unitary repre-
sentation of the group of Schrédinger's equation.
Let us also notice that we induce a similarity transformation on the repre-

sentation [M(R) if we form any other linearly independent set of £ functions out of our
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original degenerate set.

£
¢m = 2 Spm¥n (3-19)
n=1

Here S is a non singular matrix and S_l is its inverse. Let us see what representa-
tions the ¢'s produce.

=]
M 1M~

n=1 p=
1
-1
= 2 S (R) ¢
n,p,gq=1 " pm e 7q
IZ
= TY(R) ¢
=1 qm *q

From this we see that a non singular linear transformation of the degenerate eigen-

states induces a similarity transformation on the representation
1 = -1 r
r(r) = S (R)S (3-20)

By this similarity transformation we could completely reduce the representation M(R).
Thus, we see that there are two possibilities. Either the set of degenerate states
corresponding to a single energy level produces an irreducible representation of the
group or through a similarity transformation the representation could be completely
reduced. In the event that the set of functions corresponding to a given energy level
generate a reducible representation of the group, we say that there is an accidental
degeneracy between those irreducible representations which appear in the reducible
representation.

From these considerations we see that much can be learned about the proper-
ties of the solutions of Schrddinger's equation just by the consideration of the sym-
metry of the Hamiltonian. Knowing the group of the Schrodinger equation allows us
at once to state that every eigenstate of the Hamiltonian can be chosen in such a way
that it, along with the other eigenstates of the same energy, generate an irreducible
representation of the group. This, of course, tells us the behavior of the eigenstates
under the various symmetry operations involved. In general, this information proves
quite useful, but in order to know the actual positions of the energy levels we must
go still further and actually solve the equation. This is a formidable task which can
only be carried out by approximate calculations either by perturbation or variational
techniques. Whereas we have learned something of the general nature of the solutions

-59-




(RELATION OF GROUP THEORY AND QUANTUM MECHANICS)

of Schrodinger's equation from group theoretical considerations we have not exhausted
, the usefulness of the application of group theory to quantum mechanics. Just in the
sphere of the approximate calculations group theory plays an important role in the
simplification of the calculations. Since we know our solutions to Schrédinger's equa-
tion generate irreducible representations, we would generally find it to our advantage
to start any approximate calculation by making wave functions which at least have the
proper symmetry behavior under the group of Schrédinger's equation. In the next
i section, we shall develop powerful tools which enable us to simplify many of the
methods used to calculate solutions of the Schrddinger problem.

3. Bases for Irreducible Representations, Hypercomplex Numbers and
Projection Operafors

‘ Any set of functions fl, fZ’ RN fl which, under the operation of some element
‘ of a group , go into linear combinations of one another is said to form a basis for

N the representation. Thus if

1

Rf; =i§1runufj (3-21)
The functions fi are said to form a basis for the r‘;}elpresentation M(R). The particular
- function fi is said to transform according to the i column of this representation.
If M(R) is an irreducible representation then the functions fi are said to form a basis
- for an irreducible representation. The functions included in a basis are referred to
individually as partners in the basis for the representation. In this terminology, we
see that the solutions of Schrddinger's equation can be chosen to form bases for ir-
reducible representations of the group of Schrddinger's equation. In case there is
no accidental degeneracy, the representation for which the degenerate eigenfunctions
form a basis will be irreducible. In the event of an accidental degeneracy, the repre-
sentation for which the eigenstates of a given energy form a basis is a reducible rep-

resentation. It can be completely reduced into two or more irreducible representa-

tions. If this is the case the functions corresponding to the same eigenvalue can be
broken up in the same way as the matrices. We could label the degenerate eigen-

functions

I SURPEE SO SRS SURNEE o (3-22)

f..,f )
2 11 13‘

1012t e 2j
Here the functions fil’ RN fi' form a basis for one of the £ irreducible representa-
tions which is contained in the reducible representation. The functions between the
semicolons in (3-22) transform amongst themselves in an irreducible manner. This
is merely a reflection of the blocking off of the matrices in the representation when

e
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it is put in its completely reduced form.

As we mentioned at the close of the preceding section, we shall in general
only be able to solve Schrddinger's equation approximately and we shall find that
simplifications arise when we can confine our attention to approximate eigenfunctions
which transform irreducibly according to the group of Schridinger's equation. In
order to make functions which transform in the suitable manner, we shall make use
of entities called hypercomplex numbers which we shall find act like projection op-
erators. They take out of any function that part of it which transforms in a specified
manner.

We found it convenient in our discussion of class multiplication to introduce
a sum of elements taken from a given group. We might generalize this concept. Let
us assume we had a group ? of order g with elements R = E, R Ce Rg and we

formed an entity

p = a,R; =a R, +a,R, +... agRg (3-23)

Here a;, ... a are in general complex numbers. This quantity is called a hyper-
complex number. It is clear that the sum of two hypercomplex numbers is again a

hypercomplex number. Thus if

= L bR
= X(a, +b) R, (3-24)

The product of two hypercomplex numbers is again a hypercomplex number. pnis

given by

pn = 2 ab.R.R, (3-25)
i3 14t

Since R, and Rj are elements of a group the sum on the right-hand side of (3-25) is

once again a sum over group elements. The coefficient of RI in pn would just be the

sum of aibj for all i and j such that RiRj =R

plex number (1)E forms the identity since

’ Under multiplication the hypercom-

(1)Ep = ZaiERi = p
i

If P(B) are the matrices of dimension n representing the group 9, then we

can form particularly useful hypercomplex numbers by forming the numbers
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t
pii = & T(R) R (3-26) .

~
Here P(R)Jc is the representation adjugate to [M(R). That is l"'(R)t = P(R_l). Let
us multiply the hypercomplex number pij from the left by S, a member of the group

- %: 1"(R)§j SR (3-27)

S Pij

If we let SR = R R = S™*R' we obtain

|
|
ij R! J : l
|

Sp.. = 2 P(S—lR')?R‘
- Y Yo hH et ome
! ik k
R' k ! (3-28)
rt | |
- % g,: T(S); TRy R N
= 12{: L(S)y; Pu;

Thus we see that the hypercomplex numbers Prir Poyr - -- pnj (for all j) transform }
amongst themselves as partners in the representation r'(R). Thus we could put the L
hypercomplex numbers in a matrix array.
Pl1 P12 =+ Pin
P21 P22 Pan
. (3-29)
Pt Pn2 *° Pnn
The hypercomplex numbers in any column when multiplied by an element S of
transform as basis elements for the representation (S). The functions Pipr Piz "t
Pin (across any row) have the same transformation properties even though they are,
in general, distinct. Thus
S pyj = {: T(S)yi Pij
(3-30) 9
Spyy = % T(S)yi Py

We see from this that the hypercomplex numbers pij'and Pig transform in the same f

manner. . '
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In particular, we could form hypercomplex numbers from irreducible repre-
sentations in the following way

% = LT _(R)}R (3-31)

1f r'q(R) is unitary

ol =Y r (R)R (3-32)

Here PQ(R) is the nth irreducible representation of the group (j/ These particular
hypercomplex numbers have some interesting properties.

Consider the product p?j pﬁl where a and P denote irreducible representations
of dimension n, and n[3 respegtively. In this case

P?j "1‘21 = ZR: g' 1*(1(R)'i‘j rﬁ(R')deR' (3-33)
If we let RR' = R" (R' = R™'R")
n
— t -1t nt 1
= g %‘1 2 1“(1(R)ij I‘ﬁ(R Dem FB(R )t B
= g 2 ra(R)Jicj Rk Pt

¢
a B . g g
Pij Pkt = 2. o Pap Oim Okj®mu (
= 3-34)

Thus we see that p'ilj Pl‘zl vanishes unless a =  and even in this event the product van-
ishes unless j = k. These hypercomplex numbers are particularly useful if we draw
them from the group of Schrédinger's equation.

We recall that the group of unitary operators R which commute with the
Hamiltonian was called the group of Schrodinger's equation if these operators cor-
respond to real orthogonal coordinate transformations. These operators act on func-
tions of the coordinates. We might imagine that for the group of Schrédinger's equa-
tion we have the irreducible representation r'a(R). We could then form the hyper-

complex numbers (3-31). These hypercomplex numbers are operators on the functions
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of coordinates. Let us see what effect they have on an arbitrary function of the co-
ordinates ¢(x1, e, xn).
o _ a, _ t -
b5 = Pfj ¢ = § r (R), R (3-35)
What we are doing here is to take the function ¢ and form the g functions R¢ from this
function (as R runs over the group ?) and then form linear combinations of these g
functions with coefficients taken from an irreducible representation. The g functions

Ré may or may not be linearly independent. If we operate on ¢§:]. with any operator S

of the group of Schrodinger's equation we obtain, by use of (3-28)

a a
8¢5 % T, (S)y; i (3-36)
Thus the function ¢ = p°’ ¢ transforms as a basis for the a irreducible representation.
The partners in thlS basis are ¢13 4’23 ey d"na i Thus, from a function ¢ we can

make n, functmns corresponding to the a irreducible representation. These func-

tions are

a .a a
¢11 %12 -+ %10
a
(3-37)
a a a
¢n 1¢n 2" q>n n
a a aa

The functions in any column form partners in the basis for the a irreducible repre-
sentation. Each column forms a basis for the same representation, the ath. These
nu2 functions may or may not be linearly independent.
The operators p?j take an arbitrary function and
project out of it that portion of it which transforms as a
¢l partner in the basis for the a irreducible representation.
@ They can be thought of as projection operators. They are
useful when it is desired to form from a given function
\ one which transforms in a prescribed manner. This is
) N often necessary in simplifications of approximate treat-
’ N ments of Schrddinger's equation. In order to clarify the
/ \ behavior of these operators let us study a simple example
’ ) taken from the group C3v
We might imagine a function in two dimensions cpl
which is situated around the vertex of an equilateral tri-
angle as illustrated in Fig. 3-3. The contours of constant
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value are shown in the figure. The function has the property that under the operation
Ty (reflection through a line passing through 1 and perpendicular to the line joining
2 and 3) it goes into itself. By applying all the operations of the group C3V to this
function we arrive at the following three functions: x

e

C3¢; = o3¢ = 9, l
Cyl4, = 728 = 3 (3-38) |
E¢l = crlcl)

These three functions form a representation of the group C3V and this representation

i
©
—

is of dimension 3. Let us now consider the effect of applying the projection operators
for irreducible representations on this function ¢;- We shall take our irreducible ‘
representations as given in Eq. (2-107) of Chapter II. ‘

Let us consider first the projection operator associated with the identity rep-
resentation. From (3-31)

v 2
pll—E+C3+C3 +(rl+crz+cr3

Using (3-38) we have

PrL Py = 26, + 20, + 205 = 2(¢) T ¢, + b5)

By the application of the operator pl11 we have formed a function p'11 4;1 which trans-
forms as a basis for the identity representation of the group C3v' In this case it is
just the sum of functions like 4)1 centered about the vertices 1, 2, and 3 of the equi-
lateral triangle.

Now consider the second irreducible representation on (2-107) of Chapter II

2 = 2 e -
p11 E+C3+C3 Ty -0y

03
Pil‘*’l Fhptdyt b3 -y b3 - b,
=0

From this we see that if we try to project out of ¢, 2 part that transforms as the rep- ‘
resentation r‘Z(R) we cannot do this. In other words, ¢1 does not contain the second

irreducible representation. J

For the third irreducible representaticn we can form four projection operators

|
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3 1. 1.2

1
pll—E"-—z-C3'2C3 -0'1+20'2+'2-0'3
i 3 Mg Mg 3 A3
! Prla” 2 %3~ 7z7%3 "~z 27393
3 . 3o 32 3 A3
Pa1= "2 ~37 77 %3 2 "27 77 "3
3 1 1, 2 1 1
pzz—E-zC3“EC3 +U’1"—2-"0'2‘20'3
Applying these to the function ¢1 we obtain
3 _ 1 1 1 1.
JE ‘ P11¢1_¢1 ’Z‘bz §¢3'¢1+E¢3+E¢2—0
{
o SRS Y VA YV Y. R
/! l 1271 2 T2 2 '3 2 3 2 T2 2 3
3 =-3¢+/§¢_ﬁ¢+ﬁ¢=o
e Par 1 T 2 2T 3 T3 T T %
3 _ 1 1 1 1,
m Paz 1 = %1 7% T b3t m 50359, T 20; - ¢, - 4y
- §
] ' What have we obtained through the use of these projection operators? We see that
T the irreducible representation P3(R) is contained only once in this function by The
? partners in the basis for the third representation are the functions pi’zqal and pgz 4)1
’ or 4/_3.(¢2 - ¢3) and 2$, - ¢, - ¢3. This is what we expect from relation (3-36).
Let us now see if this checks what we might expect by considering the number
! f of times the irreducible representation generated by the functions ¢1, ¢y and ¢3 con-
, ! tains the various irreducible representations of the group C3v' Let us call the re-
' ducible representation generated by ¢, ¢,, and ¢, M(R). The characters of this
representation are easily seen to be
b
| x(E) =3 X(o}) =1
‘ 3
}: x(C3) =0 X(op) = 1
‘ 2
: X(C3 ):' 0 X(U'3) =1

Using the result of Theorem 9, we find that the number of times the various irredu-

cible representations are contained in M(R) is given by

c, = é § x(R) xa*(R)
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€ ~© % P(U + 0(1) + o(1) + 1(1) + (U(l)i'l(lﬂ

Cl=1
1
c, = g'[“l) + 0(1) + o(1) + (1)(-1) + 1(-1) + 1(-1ﬂ
°2=0
1
ey =z P(z) + 0(-1) + o(-1) + 1(0) + 1(0) + I(Oﬂ
c3=1

Thus the first irreducible representation is contained once in the reducible representa-
tion. The second is contained not at all and the third is contained once. This, of
course, is just the result which we obtained through the use of our projection operators.
We mentioned in connection with projection operators that they extiract that
portion of a function which transforms according to a given irreducible representa-
tion. It is quite informing to look into this property further. Suppose we had a group
9 with r irreducible representations. Then we could form the g (g is the order of
the group)

a=1, ..., r
i,j=1, ..., n

*
=y rJR%f{
a
Now let us consider an arbitrary function ¢ and take just the projection operators
arising from the diagonal elements in the irreducible representation and apply them
to ¢.

a a

‘*’ﬁ = Pii¢ (3-39)
As i goes from 1 to n we select functions which transform according to the i?h
column of the a irreducible representation. (In general, as we have seen, ¢;”i is
not a partner in the same basis as ¢3.1j). Let us now add up the functions q{i over a
and i multiplying each by na/ g

T4 o
z _¢ii =

a,i g

[
e

(3-40)

"“Ia"’ °°|p=’
#*

)
R
-z
R

™M

Using the result of Eq. (2-150) of Chapter II, we obtain
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n
L
a1 n (3-41)

o= X Z§E¢ii
a 1

What we have done by the use of these projection operators is to decompose an arbi-
trary function into a sum of functions which transform as the various irreducible
representations of the group. This is very familiar to us. When we decompose an
arbitrary function of x, y, and z into a sum of spherical harmonics of the angular
spherical coordinates times functions of the distance from the origin, we are doing
the same thing.

f(x,7,2) = ¥ £, (r) e™® P™(cos )
X lg:n Im e 1 C

In this case f.!m(r) eimq’ P;n(cos 9) transforms in a specified way according to the en-
tire rotation group in three dimensions. (The group consists of all rotations about
the origin.)

We do not always have at our disposal the complete matrices of an irreducible
representation of a group. In general, we have only the character table. This is
sufficient information to construct projection operators which do not give as much
information as the operators (3-31) but which do give some useful results. Consider
the operator

3
i

T x,(R)R
R

a
Pii

[
M

In terms of these operators, Eq. (3-41) can be rewritten as

n
$ = Z‘:——gg-(nqﬂ
Thus, the function na¢ contains the sum of all parts of the function ¢ which transform
as the a irreducible representation. Thus, these character projection operators
enable us to determine immediately if an arbitrary function contains any portion
which transforms as part of a basis for the a irreducible representation. Since
character tables are, in general, readily available for the simple groups, these
projection operators prove quite useful.
We can go even further into the theory of projection operators and derive re-
sults useful to quantum mechanics. First, let us form projection operators for the

a irreducible representation
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¢ - ¥Yr ®ER
Pij T & T et

Now imagine we had a set of functions which transform as partners in a basis for this

representation; fl’ Cee, fnu

Rf. = ¥ T _(R). f.

We could now apply the operator pgj to fj

a £
L fo= z T (R)..RTf.
PlJ J R q( )13 J

*
% % ra(R)ij I‘c).(R')kj fk

Using the orthogonality relations for the matrix elements of an irreducible representa-

tion, we obtain

oy .y &
Pty = 2 ae Sk fk
J k "a
(3-42)
= £ 1
na J

We see that p‘il. when applied to f. gives a multiple of fi (another partner in the same
irreducible representation). These operators appear as "'step' operators which take
us from one partner in an irreducible representation to another.

Now let us consider the integral (inner product) of the product of two functions

pf and ng where p and n are hypercomplex numbers.

*
(pf, ng) -f(pf) ng dxl, dxn _ Z
p = aR
* = Y b R
(pf,mg) = Z ap bR,(Rf, R'g) M R
R, R'
From the unitary nature of the operators we have
* -1
f, = a, b (f,R "R!
(P T\g) R,ZR' R R'( g)
If we defi s *R h
we define n —ZaR , we have
(pf, ng) = (£, p'ng) (3-43)

In particular, if
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ng = % rp(R)LR

where r'u and r‘ﬁ are unitary irreducible representations, we have

But

We therefore obtain

(Pi

Using (3-34) of this chapter

(p?jf, Prs &

£, plﬁdg) =(f p

(P%f: Pilg) = (f, P;i Prie8

T B
?j pklg)

)

Bg)=8

B

We can now prove a useful theorem.

Theorem 14: Functions which are part of bases for different irre-

ducible representations of a group 9 and functions transforming

according to different columns of the same irreducible representa-

tions are orthogonal.

Proof: Let f‘;, .

gg form a basis for the p irreducible representation. From the relation (

can be written as

From Eq. (3-44) this becomes

We have proven our theorem. g? and {7 are orthogonal if a # B. They are ever

Bifi # j.

orthogonal if a

p -
.f;)

5f°-

_ nunp g ﬁ a
(g, 1) = £ 5,855 (g p510)

form a basis for the a irreducible representation and g', ..
3-42) this

n
a

n
BB . a
Z P g Py Ty

2

g% ng 73

We can also see thatifa = B, i = j

for all i and j corresponding to a given a
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This is true since

2
n
a ay, . a a a a .a
(gl’ fl) - ?(pll g]: PlJ fJ)
nﬂ. a
= —(g:, p..1I;
Z & Pyt
a .a
= o T
(gJ )

We generally have the problem of finding matrix elements of our Hamiltonian
H between functions. In this connection we have an additional theorem.

Theorem 15: For the group of the Schrddinger equation (using the

notation of the last theorem)

(ef, HEY) = 0

unless a = B, i = j; and in addition

a ay _ a a

for all i and j corresponding to a given a

Proof:
nn
B ay . a B, B P a .a
(g]'_’ HfJ) gz (Pﬁgi.Hijfj)
nn
- a B, B B a.a
=z (g7, pinpjjfj)

Since all the operators in the group commute with the Hamiltonian

Pl H = HpP
therefore
n n
p ay - a ﬁ ﬁ a .a
(gir Hfj) gz (gi’ Hpii PJJfJ)
Nq B a .a
= = § 5..gl, Hp.. T,
o Sap SijlEls Heyfy)
In an analogous way, using the fact that png = H ng and the method of Theorem 14, we

can prove
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(g, HE) = (g, HE) (3-46)
We have proved this for the Hamiltonian operator H. It is clear that the same theorem
is true for any operator V which is invariant under the same symmetry operations as
the Hamiltonian.

From these discussions we can gain a greater insight into the degeneracy of the
solutions of Schrddinger's equation. We recall that the solutions of Schrédinger's equa-
tion could be chosen so that the eigenfunctions all form bases for irreducible repre-
sentations of the group of Schrodinger's equation. Functions transforming as partners
in a basis for the same irreducible representation had the same energy. In the event
two irreducible representations had the same energy, we said that we had an accidental
degeneracy. Let us assume that we had solutions of Schrddinger's equation Hy = E.
Liet us denote the solutions by qJS" n By this we mean that q;g’ % transforms according
to the ith column of the a irreducible representation. n denotes which energy level we
are discussing. In general, there will be more than one set of functions which are so-
lution of Schrddinger's equation which transform according to the a irreducible repre-
sentation. n is the index which distinguishes these. (In the case of the hydrogen atom
n would denote the principle quantum number. )

Let us now apply a perturbation V which is invariant under the group of Schré&-
dinger's equation. We could attempt to find the eigenfunctions and eigenvalues of the
new Hamiltonian H + V by expanding the perturbed wave function in terms of 41?’ n,
setting up the matrix of interaction. ¥From our discussion in the last paragraph we
notice that the matrix element (q;g’ Dy o+ v) q;g" n'
Thus to find the eigenvalues all we need do is solve the secular problem between func-

) will vanish unless a = a', i =i'.

tions transforming as the same column in the same irreducible representation and then
do this for all representations and columns in this representation. There is an addi-

tional simplification since

W P+ V) 4T = P P E V) )

From this we see that if we focus our attention on a particular irreducible representa-
tion the matrix of interaction is the same for all functions transforming according to
one column as it is for functions transforming according to any other column. Thus

the eigenvalues and eigenvectors of these two problems are the same. Thus, if

a,n _ a,n
2 _an,nlpi

is a solution to the perturbed problem, so is
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477 = T oqn 45"
From the transformation properties of the yi's we see that ¢‘i" % and ¢3" % are partners
in the basis for the same irreducible representation and, of course, correspond to the
same energy level. From this we see that any symmetric perturbation cannot split

the degeneracies inherent in a given irreducible representation. All the perturbation
can do is to shift the energies about. This is not the case for an accidental degeneracy.
The matrix of interaction affecting one irreducible representation corresponding to a
given energy level of the unperturbed problem can be quite different from that corres-
ponding to another irreducible representation with the same unperturbed energy. This
type of degeneracy can be split by a symmetric perturbation. This is the reason for
calling it an accidental degeneracy. It depends not on the symmetry of the Hamiltonian
but on its more detailed characteristics.

This is about as far as we can carry the general discussion of the group of
Schrddinger's equation without looking in detail at the form of specific Hamiltonians
and discussing in detail the groups of these Hamiltonians.

In many problems of atomic, molecular, and solid state physics, it is conven-
ient to start with a spin free Hamiltonian representing the interaction of electrons with
each other and with the nuclei. Let us deal with an n electron problem. Let us denote
the p051t1on of the a nucleus with charge z by R and the position of the ith electron
by r The Hamiltonian for this problem we shall take to be

Il

Z +Z V ZT———-+Z
i=1 1#J|r1- jl , G

p

tU&-m

i Z
“R Za7p

a

(3-47)
ﬁ|

(This Hamiltonian is in atomic units.) The first term is the kinetic energy of the elec-
trons, the second is the kinetic energy of the nuclei. The last three terms represent
the Coulomb interactions between the electrons with each other and the nuclei and the
Coulomb interactions of the nuclei amongst themselves. This Hamiltonian has certain
invariant properties. We notice that it is invariant under interchanges of the coordin-
ates of the electrons. It is also invariant under interchanges of the identical nuclei.
Any rotation of the coordinates of all the particles or inversion through the origin will
leave the Hamiltonian unchanged. Since spin coordinates for the electrons and nuclei
do not appear in the Hamiltonian it is also invariant under interchanges of the spin co-
ordinates of the electrons. We have not exhausted the invariant properties of this
Hamiltonian. We shall not go further in enumerating the invariances of this Hamilton-
ian since in the problems of atomic, molecular, and solid state physics we often con-
cern ourselves with approximate Hamiltonians in which we hold all the nuclei fixed and

just solve for the electronic wave functions and energy levels which arise from this
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Hamiltonian. In this case the Hamiltonian (outside of an additive constant) is given by

27
H=E-Vi2+%_z.—;—2—:+2 —_ (3-48)
1#J|ri-rj| i,a lri-—Ral

We shall now consider in detail the groups associated with this Hamiltonain. It is invari-
ant under interchanges of the space coordinates of the electrons. These operations are
permutations of n objects and there are n! such operations. Secondly, it is invariant
under any rot.ation, reflection or inversion of the coordinates of all the electrons which
would leave their positions relative to the identical nuclei involved unchanged. Thus,

if there were identical nuclei located at the corners of an equilateral triangle, the Ham-
iltonian would be invariant under the group C3v' Any operation of this group applied to
the total electronic system would leave its energy unaltered. The Hamiltonian is invari-
ant under permutations of the spin coordinates of the various electrons and also under
any rotations of the spins of all the electrons since spin coordinates do not appear in
this Hamiltonian.

It is clear that all the permutations of the space coordinates of the electrons
form a group as do the reflections, rotations, and inversions which send identical nu-
clei into each other. It is also clear that if we call the permutations of space coordin-
ates P° and the reflections, rotations, and inversions R, that PR = RPS. The order
in which the permutation and rotation are carried out is immaterial and we could say
the group of permutations of space coordinates commutes with the group of symmetry
operations (rotations, etc.). If we callJ the group of spatial permutations and 9 the
group of symmetry operations, the Hamiltonian is invariant under a groupJ X ? The
elements of this group are just the products of pairs of elements taken from.of and 9 .
This is called the direct product of these two groups. Now let us take the direct prod-

ucts of the matrices in the irreducible representations ofJ and 9 .

r‘aﬁ(PSR) = I"u(PS) x PB(R)
It is easy to show that this new set of matrices n (PS R), when defined for all products
of P° and R, will form a representation of the groupJ X ﬁ: . We can also show that
this representation is irreducible. Let us use Theorem 10 to prove this. If {f is of

the order g' and 9. is of the order g, then JX is of the order gg'. If we take the
sum of the squares of the characters of the matrices Pap(PSR), we obtain

1

T IxggPTRIF = T X (P)* xp®)1
P°, R P°, R

L I PP T Ixy®)|®
pPs R
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This yields
Z Ixp (P°R)|® = gg'
P,R
Thus, we have shown that the products of the irreducible representations of the com-
muting groups yields irreducible representations of the product group. It is not diffi-
cult to show that we exhaust the irreducible representations in the group -J X ? in this
way.

Similarly, the group of spin permutations commutes with bothJ and ? . We
shall call these spin permutations P?. We could now define a group consisting of the
products of the three groups above and find the irreducible representations of this
product group from the irreducible representations of the three groups. In general,
we see that in specifying the irreducible representations of the entire group of Schro-
dinger's equation we can specify the irreducible representations of the groups whose
products go into making up the group of Schrodinger's equation. This enables us to
discuss one at a time the individual groups that go into the group of Schrodinger's equa-
tion. In the next chapter we discuss the permutation groups of spin and space coordin-
ates. This is the most general invariant property of the Hamiltonian (3-48). The
groups which send identical nuclei into each other depends on the precise location of
the nuclei in a problem and we shall restrict our discussion of these groups to a later

section.
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Chapter IV

PERMUTATION GROUPS AND THE DIRAC VECTOR MODEL

In the last chapter we saw that the Hamiltonians which we were considering
were invariant under permutations of spatial and spin coordinates. In order to study
the consequences of this invariance on our eigenstates, we shall need a familiarity
with the symmetric groups (all permutations of n objects). There is a wealth of litera-
ture on the properties of these groups and their irreducible representations. We shall
not go into the properties of these groups in detail. A few of the more general proper-
ties of the symmetric group are all that we shall require for our purposes.

1. Permutation Groups

In Chapter I, we introduced the concept of a permutation. For the first n in-
tegers, a permutation was defined as the operation which rearranged these numbers.

The operation was specified by the symbol P and defined by

12 ...n
P = ) (4-1)
213 an
The meaning of this symbol was that 1 was replaced by ap 2 by ay, «+- 1 by a -
a, ... a were distinct integers taken from 1 ... n. The order in which we write the
columns is immaterial. Thus
12 ... 2156 ...
P=(aa 2)=(aaa 2)
172" “n 27175 “n

The inverse of a permutation P is given by

-1 _ (ajapy ... ap -
P —<12...n) (4-2)

The product of a permutation S and a permutation P

12...n ajas ... a
S = ( ) = 2 1)
blbz--- bn CICZ... Cn
is given by
12 ...n 1 2 ...n
sp = (3132 -+ 2n)( = )
€)Cpy - Cp’'ajay ... ap ¢yCy + -+ Cp

It is easily verified that the operations effecting the n! rearrangements of the integers

1 through n form a group called the symmetric group of degree n which has n! elements.
Of particular interest are the cyclic permutations. Thus, if we have q objects,

a cyclic permutation is
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. (l 23. .. q)

. 234...q1

In other words, the first object is replaced by the second, the second by the third, etc.,
the qth being replaced by the first. It is convenient to use a special symbol for the
permutations of this kind. We denote this permutation by (1 2 3 ... q). It will be under-
stood that by this symbol we mean

... ql
It will be also understood that (123 ... q) = (234... q1),etc.
‘ The concept of a cyclic permutation allows us to decompose our permutations
i in a meaningful way. We can decompose any permutation into cycles. Any permuta-
tion will then appear as a product of commuting cycles with no common integers. We
‘; i could carry out this process as follows: Let us start with any object BpooBy is replaced
by Ky, We can then find that By is replaced by M3 Eventually we must end up with some
object being replaced by By In this way, at least part of the effect of the general per-
BN mutation is given by the cycle (pl, By oo p.r). Here r g n. If this does not exhaust the
number of objects, we can choose an element not in the set By oo By and proceed in a
s)'
Now s + r £ n. We can carry out this process until we exhaust the n objects. We can

similar way. This will give us another cycle which we might take to be I STR T IERIR

’ then write the effect of our permutation as (pl, TN pr)()\1 - xs)(. ) (yl - yq)
wherer +s+ ... + q = n. In other words, by this method of decomposition we have

! written the permutation as a product of disjoint cycles. The order of the cycles does

‘ ' not matter since the cycles act on different objects.

As an example let us decompose the permutation
41234567
P=(4325761

\ into cycles. We see that 1 is replaced by 4, 4 by 5, 5 by 7, and 7 by 1. Thus, the
i ‘ first cycle is (1 4 5 7). This leaves 2, 3 and 6 left over. 2 is replaced by 3 and 3 by
2. This leaves 6 over which is replaced by itself. We have that

P=(23435T) 2 (145 7)23)6)

In this way, we see that any permutation can be decomposed into cycles. It is clear

that the decomposition of a permutation into cycles is unique since different products

of cycles correspond io different permutations. (In this last statement, we assume that

two products of disjoint cycles are the same if the only different is in the order of the

{
!
I
L

factors.)
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Let us assume that a permutation from the symmetric group of degree n is de-
composed into cycles. Let us say there are xl cycles of length 1, A, cycles of length
2, etc. there being N cycles of length n.

n =X\, + 2\, + 3x, + ... n\
1 2 n

3

In the example given above there is one cycle of length one, one cycle of length two,
and one cycle of length three. In this symmetric group of degree 7 there is more than

one permutation which has one cycle each of lengths one, two, and three. The permuta-

tion (1 2 4 5)(6 7)(3) is one of this type. It is easily seen that for the symmetric group
of degree n with xl cycle of length 1, etc. up to Ay cycles of length n, there are

n! (
4-3)
N v oA2 ' Ap '
1 )\1. 2 )\2. ... T )\I"

permutations having what we shall call the same cycle structure (the same number r

of cycles of each length). We can show that the permutations with the same cycle struc-

ture belong to the same class.
Let us suppose that we had two permutations with the same cycle structure.
Both of these can be decomposed in the same way into cycles. Let us say that they

both have r cycles of lengths )\1, Ay oot X

r
P = (a1 a, a, )(b1 b, b, ) (d1 dy )
1 2 r
- 1 1 1 1 t 1
P! = (al'az N )(bl'bz b)\)... (d;"... d,')
1 2 r
Consider the permutations
1 1 ] 1 1 !
2, at)\1 b1 . b)\z . d1 d)‘r
T =
a a, b . b d d
1 )\1 1 )\2 1 )\r
a a, b . b, . d d
1 A, 1 )N 1 X
T-l - 1 2 r
a,'...a,"b,'... b, ... d, ... d,"
1 )\1 1 )‘2 1 xr

We can verify by direct multiplication that

-1

T "PT =P

In this way, we have shown that permutations with the same cycle structure belong to

the same class. The number of permutations in a given class is given by the formula (4-3).
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The number of different classes is the number of different cycle structures.
Th is is seen to be the number of ways in which the number n can be decomposed into

a sum of positive integers. For the symmetric group of degree 4, for example, there
will be 5 classes

4

3+1
2+ 2

2+ 1+ 1
1+1+1+1

N N N RN
"

1]

Since the number of irreducible representations is equal to the number of classes we
have the result that the number of irreducible representations of the symmetric group
of degree n is equal to the number of ways that the number n can be decomposed into
a sum of positive integers.

In general, we shall omit in writing the cycle structure all cycles of length 1.
It will be understood that the missing integers are left unchanged. For example

(1457)(23)6) = (145 7)23)

Cycles of length 2 are called transpositions. All the cycles of length 2 taken

together form a class of the symmetric group. Every cycle can be decomposed into a
product of transpositions.

(:5.1212 Lo.a )= (alaz)(aza3) ... (a

q q-1%¢

In this way, any permutation in the symmetric group can be decomposed into a product
of transpositions. This decomposition is not unique. It turns out to be the case, how-
ever, that all permutations are of one of two types. A permutation can be decomposed
into an odd number of transpositions or it can be decomposed into an even number of
transpositions. We shall now define what are called even and odd permutations and
show that even permutations can be decomposed into an even number of transpositions,

and odd permutations into an odd number of transpositions.

Consider the product of the differences of the independent variables Xpr Xpr o oXp
(x1 - xz)(x1 S Xg) (x1 - x,)
X (x, - x3)x, = x4) 0.0 (x, - %)) (4-4)
X (%3 = %) eeninins
X (g = %p)
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If we permute the indices 1 through n, it is clear that there are two possibilities. We
either get back the original form (4-4) or we get the negative of the form. Permuta-
tions which send the form into itself are called even permutations. Those which send
(4-4) into its negative are called odd permutations. From this we conclude at once that
a product of two even or two odd permutations is again an even permutation and that the

product of an odd and an even permutation is an odd permutation. By applying a trans-

position to the form (4-4) we see that it goes into its negative. Transpositions are there-

fore odd permutations. It is clear then that any odd permutations must be decompos-
able only into products of odd numbers of transpositions and even permutations are de-
composed into products of even numbers of transpositions. We can also conclude from
the process of decomposing cycles into transpositions that all permutations in a given
class must be either all odd or all even. Since a permutation and its inverse have the
same cycle structure (therefore belong to the same class) the inverse of an cdd per-
mutation is an odd permutation and the inverse of an even permutation is an even per-
mutation.

Since the product of two even permutations is again an even permutation we can
conclude that the collection of all even permutations in a symmetric group is a subgroup
of that symmetric group. This is called the alternating group. It is,of course,an in-
variant subgroup, since for any even permutation P, T-1 P T is also an even permuta-
tion. We can see that the alternating group contains half as many elements as the cor-
responding symmetric group. Consider PP' where P is an odd permutation. If we let
P run over all even permutations, PP' must run over all odd permutations. Every odd
permutation must appear in the collection of permutations PP' since we can solve P' =
P-IP” which must be an even permutation and hence a member of the alternating group.

This information is sufficient to gain some insight into the irreducible repre-
sentations of the symmetric group. One representation can be found at once namely the
symmetric representation r'l(P) = 1. If we represent all elements in the alternating
group by + 1 and all the odd permutations by - 1,we also get an irreducible representa-
tion of the symmetric group. We denote this representation by Pl'(P) and call it the
antisymmetric representation. There are no other one-dimensional representations
of the symmetric group. We can see this most easily by writing every permutation as
a product of transpositions. Every transposition can be represented by either one or
minus one. ({All transpositions belong to the same class, hence for a one-dimensional
representation they must have the same matrices representing them.) They must be
represented t 1 since the square of any transposition is the identity element. Since
any permutation can be written as the product of an even or an odd number of permuta-
tions depending on whether the permutation is even or odd, it is clear that the two one-
dimensional representations we have given above exhaust the possibilities.

All other representations of the symmetric group must have dimension greater
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than one. Let us assume that we have an irreducible representation r'a(P). By form-
ing the direct product of this representation with r‘l'(P) we form a new representation

of the same dimension

1 = ' -
rLi(e) = @) x M(p) (4-5)
In this representation all the matrices representing the odd permutations are mutliplied
by - 1 and all the matrices representing even permutations by + 1. For the symmetric

group of degree n we have from Theorem 10

1
=8

2
g Ix, (P
From this we conclude that

n!

Y Ix e
P

Therefore, the representation (4-5) is also an irreducible representation. For every

irreducible representation I"'a(P) of the symmetric group there is an irreducible rep-

resentation r'a'(P) = r'u(P) X ' '(P) which we shall call the associated representation.

This by no means exhausts the knowledge of the properties of the irreducible
representation of the symmetric group. These groups have been studied in great detail
and there is a wealth of knowledge concerning their properties and irreducible repre-
sentations. For our purposes we shall not need for the present any further properties
of the symmetric group. We are now in a position to apply our knowledge of the sym-

metric group to the eigenfunctions of Schrodinger's equation.

2. Permutations of Spin Coordinates

We recall that associated with every electron is a spin angular momentum.

For an electron this angular momentum can have a z component of either lh or —lh.

By this we mean that if we form the usual angular momentum operators s2 = sxZ + s 2 +

2
S, and s, we can, for a particle of spin % (for example, an electron) find eigenstates
of these operators which we shall denote by a(i) and (i), and which have the properties
that

sza(i) = hz%(—g-) a(i)

s%() = v% 22) 1)

Szo.(i) = + -i—h a(i)

s,8(i) = - 31 B()
-81-
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By the argument i of the functions a(i) and B(i) we mean that this corresponds to the

spin of the ith particle. It is sometimes convenient to define additional operators listed

below
_ 2
U'x-(TY—l)Sx
2
=(=)s
y =G %y ‘
s = s_+is
=&)s x Y
‘2z T Y Cz i
s = 8 - 18
o-+=o-x+io' X Y
a =Cl'x'10'y

The reader may recall that from the properties of angular momentum these operators

have the properties

0'+cl. =0
cr+[3 = 2a r,a = a
ra =28 o, = -p
cp =0

The functions a(i) and B(i) form a complete set as far as the spin coordinates of an elec-
tron are concerned. Any function of all the coordinates (space plus spin) of an electron
can be expanded in terms of these functions. Thus

Ve 3y 2) ali) + 97l 3502)) BCY)
where ¢+ and ¢~ are arbitrary functions, is the most general function we can have of
all the coordinates of an electron.

For an n electron problem if we took all possible products of the spin eigenfunc-
tions a(i) and p(i) of the individual electrons we would have a complete set as far as the
spin properties of the n electron problem were concerned. There are 2™ such product
functions. Any function of all the coordinates of all the electrons could be written as.

a sum of these 2" functions each multiplied by a function of the spatial coordinates of
all of the electrons. Each of these 2" spin product functions is an eigenstate of an op-

erator
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with eigenvalues ranging from -;—nh to - -;-n‘h. Since each of our one-electron spin
eigenfunctions are eigenstates of the operators s, the eigenvalue of the operator SZ

1
when acting on a spin product function will just give as eigenvalue the sum of the eigen-
values of the particular one-electron spin functions which made up the product. Thus,
if there were m particles with spin + % and n - m particles with z component of spin
- %the eigenvalue of SZ for this spin product function would be m - %n. We shall denote
by MS the eigenvalues of the operator Sz and by msg, the eigenvalues of the operator for
the z component of spin angular momentum of the ith particle. We have therefore for
a spin product function
M = };In =m - l.n
S i 5i 2
We can see that for an n electron system the number of spin product functions with a

z component of total spin MS’ is

n! n!

{n-m)!m!' "~ (£21_+ MS)"(% ] MS)

Even though these 2" spin product functions form a complete set as far as spin proper-
ties are concerned it is more convenient to form linear combinations of these spin

product functions so that they are eigenstates of the total spin operator

2
s = i;j (Sxi sXj + syisyj + sZi szj)
In doing so we maintdin the property that the functions are, in addition, eigenstates of
the operator Sz' For this total angular momentum operator we have eigenvalues
S(S + 1)h. A state with this value of spin can have as z component of its spin MS =
S,S-1, ... -8.

Let us see how we can, in a systematic manner, build up states which are eigen-
states of SZ and Sz. {We shall refer to states which are eigenstates of 82 as states of
definite multiplicity.) To do this we start with one electron add another and couple
their spins in the familiar way to form a state of spin S = 1 and another state with total
spin S = 0. If we now add a third electron, we can, from the state S = 1 of the two-
electron problem, form a state with S = -;- and another with S = % By combining the
third electron with the S = 0 state of the two-electron problem we form a state with

S = —é— in addition to the state we have already formed with § = % We have for the
three-electron problem, by this procedure, two states with S = -é—and one state with
S = —3- We can now continue this problem forming states for the four-electron prob-

lem. The number of states obtained for each multiplicity for the n electron problem
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Fig. 4-1

is shown in the form of a branching diagram (Fig. 4~1). The numbers in the circles
show the number of states of spin S of the n electron problem. By the number of
states of spin S we mean the number of states with spin S and a given value of MS'
For each state of spin S of the n electron problem there will be 2S + 1 states with MS
taking on values from S to - S. .

We can actually calculate the number of states of the n electron problem in
spin space which are eigenstates of S2 and Sz. We have found a formula for the num-
ber of states with a given value of MS above. If we evaluate this formula for MS =
S + 1, we have the total number of states with their total spin greater or equalto S + 1
and MS
states with MS = S,we shall find the number of states with total spin equal to S and a

= S+ 1. If we now take the difference between this number and the number of

given value of MS‘ This number is given by

n! n!

6 +im:idn-s) ) (s+1+%n)s(%n‘-s- 1)

If we were to multiply this number by 2S + 1 and sum over S from 0 or % (depending
on whether n was odd or even) to %n,we would obtain the total number of states which
S

is 2.
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Let us check this for the five-electron problem. We see from Fig. 4-1 that
there is one state with S = g Tshis rgleans that thgre are five states with this value of
S and MS values ranging from - 5 to 3 For S = 5 there are four independent states
which can be f;)rmed for each value of MS' There are four different values of MS pos-
sible for S = 5 This yields 16 more states. For S = 3 there are five states and two
MS values. This yields 10 more gtates‘ We thus see that we check the number of
states as 6 + 4(4) + 5(2) = 32 = 27. We have therefore the same number of states in
the scheme where S2 and Sz are diagonal as we had in the simple product scheme for

= 5. This can be proved quite generally, but we shall not do it here the proof being
quite straightforward.

We can actually exhibit a method of progressively forming states of definite
multiplicity (SZ a good quantum number) as we increase the number of electrons. Sup-
pose we wanted to arrive at the states corresponding to a given value of S and n. The
lines on the branching diagram indicate that these are constructed by adding one elec-
tron to the states corresponding to St 1/2 and n - 1 electrons to form a state with spin
S for the n electron problem.

The problem of compounding angular momentum is discussed

s+ 1f2
s in many texts If we call ¢(S, M ) a state for which SZ¢(S, MS) =
52 S(S+1)n ¢(S Mg ) SZ¢(S, MS) Mshq>(S, MS) and we add one elec-
n-1 = tron to this system then we can form the states
Fig. 4-2
WS +5,5+2) = ¢(8,8)a
2 2
1 1, _ /25 6(S,8 - 1)a + (S, S)B
@(s t 5 S - "‘) - (4'6)
2 2 V28 + 1

@(S_l’s_l)=¢(ss—1 - J/254(8, S)B
¢ e V25 +1
With the repeated application of the formula (4-6) we can carry out the construction of states

of givenmultiplicity and MS by adding one electronat a time. If welabelthe gstates corres-
pondingtoS+ 1/2andn - 1 electrons as ¢‘(S+ 1/2, Mg; n - 1)£=1...q, and the p states cor-
respondingto$ - 1/2, MS andn ~ 1 electrons as ¢I(S -1/2, MS; n-1)2=1...p, wecanform
p+qstates with spinS and Mg = S. Theyare givenin (4-7).

b S+is-L n-o1)a- V25414 (S+-_S+—,n-l)£3
- K A 2 k k=1...p

(S: S; =
Yi & J2S + 2

1
¢k(s,s,n)=¢k_p(s-z,s-§:,n-1)u K=p+l...p+gq

(4-7)

In these formulas (S 12 =, MS’ n - 1) depends on the coordinates of the first n - 1 elec-
trons and a and B depend on the spin coordinate of the nth electron. We have written
here the states with MS = S. In order to get the states with MS ranging down to - S, all
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we need do is to apply the step down operator

- o -
S == o,
2 1 !

TR agl=]

i
to these states and then normalize the resulting states. In this way, we can construct
all states q;l(s, MS’ n) for all S, MS and n by building up our states from those of one
electron. The states which we construct in this way can easily be seen, from the
method of construction, to be normal and orthogonal.

This treatment represents at least one way of making states of definite multi-
plicity and MS' It is a rather clumsy method and seems to have little to do with per-
mutations of the spin coordinates. It will, however, turn out to be the case that the
states up‘(S, M

group of spin coordinate permutations. Let us see how this comes about.

g’ n)t=1... p+ qform a basis for an irreducible representation of the

Since our Hamiltonian does not involve spin it is certainly invariant under
permutations of the spin coordinates. We have,in the preceding paragraphs, constructed
states which form a complete set as far as spin properties are concerned for an n
electron system. Let us see what effect the spin permutation operators have on these
states. We shall denote the spin permutation operators by P’. There are n! such op-
erators. For example, if we denote by P{'j, the operator corresponding to the inter-
change of the spin coordinate of the ith and the j electron, we have

Pfj a(i) B(j) = alj) pli)

Let us see what effect one of these spin permutation operators has on any n electron
spin state which has MS as a good quantum number. We shall denote this state by ¢
and understand that it is any linear combination of spin product functions with the same

value of MS and which corresponds to n electrons.

Sz
1 i

np™ms

Sztp = MSth; SZ = .
It is clear that SZ is an operator symmetric in all the spin coordinates and therefore
SZ commutes with any operator representing permutations of the spin coordinates.
(SZPU = P‘TSZ) This means, of course, that the state P‘Tup is also a state with the same
value of MS' In a similar way, since SZ = (s1 + Sy o + sn)z, then P® S2 = S2 P°. If
¢ were a state of definite multiplicity, then P%y is also a state of definite multiplicity
with the same value of S as {. Thus we see that P7 4‘1(5’ MS’ n) must be some linear
combination of the states corresponding to the same S, MS’ and of course n. We have,
therefore, the result that

-86 -~

\(-



o i 1 8 -

B

‘ - —

(2. PERMUTATIONS OF SPIN COORDINATES)

ptq
PU¢1(S: MS' I’l) = ng F(P(r)jl qJJ(S’ MS’ n)

It is easily seen that if "P” = '"PYP7 then
re? = ree?% re°

In this way we see that the matrices representing the effects on the set of functions
corresponding to a given S, MS’ and n form a representation of the group of spin per-
mutations of degree n. The dimension of this representation is given by the number
of states of a definite multiplicity and MS for the n electron problem. This is the
number indicated in the circles in the branching diagram (Fig. 4-2) and we have also
derived a formula for this number. We can show more about these representations.
We can show that for a given n the representations corresponding to a given S is the
same for all MS (if the method of construction which we outlined is used). We shall
also be able to show that the representations corresponding to the same n but differ-
ent S are inequivalent and irreducible.

If we confine ourselves to a given S then for a particular MS’ we have

pt
P7y,(S, Mg, n) = X T(P°)

(S: MS’ n)
3=

¥

Let us apply

+
. . . - - + .
to both sides of this relzitlon. We know that S wI(S, MS’ n) = cg, Mg upI(S, MS T 1,n).
It is also clear, since S™ is an operator invariant under permutations of the spin co-
ordinates that

t t
P’S ¢1(s, Mg, n) %:r(P")jls ¢j(S,MS,n)

or

P7y(S, Mg t 1, 1) § I‘(P‘T)jl q;j(s, Mgt 1,n)
In this way we see that, by repeated use of the step up and step down operators, we
can show that LPI(S, MS’ n); £=1 ..., form bases for the same representation as we
vary MS'

In order to show that the spin eigenfunctions corresponding to a given S, MS’
and n form bases for irreducible representations of the group and that the representa-

tions corresponding to different values of S and the same n are inequivalent, we shall
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need an interesting identity called the Dirac identity. This states that

i o .1 > -
| Pl ‘E{” o crz} (4-8)

This is easily shown, since we can write

P R N o SR Sk B
LT 7172 "2"1} 1222

Any spin function of the n coordinates can be written

! (s, 8, ... 5) = a(l)a(2) e (sy... s.)
| + a(1) B2) d,(s5 -+ )
! + B(1) al2) dylsy - ot sp)

+ 0 B(1) a(2) gylsy ... 5)

In this the s's represent the spin coordinates of the electrons. We can easily see that

| %{1 toy }’2} a(1) a(2) = a(1) a(2)
%{1 +a ?2} o(1) p(2) = p(1) a2)

25 S} e a@ = o) p2)
| LI+3 S} es@) = 80 8@2)

From this we conclude that P‘l"z has the same effect on a(l) a{2), a(1) p(2), B(1) a(2)
-

and B(1) p(2) as Ly q

5 192 does. For any function of spins we have that

1 .
P‘{.ch(sl,sz,... sn) =3 {1 to) crz}q)(sl,sz, sn)

In a similar way for any coordinates i and j
o _ 1 - , -
AE R AR,
Let us now form the sum of all permutations which represent transpositions.

Since all these transpositions have the same cycle structure we are summing all the

operations in a given class.
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pairs J pairs
i4j if]
=21 {1 t o o
ifj4 o
1 2 2 2
- -
=3[ -0 (T T 7 (4-9)
i i=1
1 4 2
-Zn(n—1)+ (17)8 -3n]
nZ SZ
= e— - nNn 4 —
4 7l
Now let us imagine that we applied ZP‘T to a function 4;1(5 cev, S ) which was a

partner in a basis for an irreducible representatlon of the permutatmn group of spin
coordinates.

1 1

2 Z P1J qJI( 1 S2r e ’sn) ) Z 13 kl q’k(sl’sz’ e "sn)
pairs p irs ki
i#j J

The sum of Pa(Pfj) is just the sum of all matrices representing elements in a given
class. We have seen from Equations (2-140) and (2-141) of Chapter II that

hxu(PfJ)
pgrs FalPs iy X, (E) 1

i#j

where h is the number of elements in the class of transposition (i.e., n - 1)/2) and

XQ(E) is the dimension of the irreducible representation. We have obtained, therefore,
that

o _n(n- n(n - 1) P
Z PIJ ceey sn) - ( ) 4‘1( sn)
pairs X (E)
if] :
On the one hand we see that for partners in a basis for an irreducible representation

of the permutation group of spin coordinates the operator

2 Py,
pairs U
i#j

is diagonal. This means that basis functions for an irreducible representation (from
(4-9)) are eigenfunctions of Sz and therefore states of definite multiplicity. On the
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other hand, if we have an irreducible representation which has as its basis a set of
functions which are eigenfunctions of S2 then for bases with different multiplicities we
have different characters for the class of transpositions. Thus, if the multiplicities
of two irreducible representations are different then the representations are inequivalent
since they differ in the character of at least one class (the class of transpositions).

We shall now go on and prove that for the n electron case states of definite
multiplicity and MS form irreducible representations of the permutation group of spin
coordinates. We shall prove this by induction. We shall assume that for the n - 1

electron problem the states LPI(S, MS’ n-1)2=1... form bases for irreducible repre-
sentations of the permutation group of degree n - 1 and then prove that if we add an-
other electron (the nth) we shall have states 411(8, Mg, n) £=1... which form bases for

an irreducible representation of the symmetric group of degree n.

We saw that the functions of definite multiplicity and MS could be constructed
from the definite multiplicity states of the n - 1 electron problem by Eq. (4-7). By
hypothesis we assume that LIJI(S + —;-, MS’ n-1); £=1... q forms the basis for an irre-
ducible representation [M'(PY), and LIJI(S - %, Mg, n - 1); £=1... p forms a basis for
an irreducible representation M'(PY%) of the permutation group of degree n - 1, From
the last paragraphs we see that since [ and ™" have as their bases states of differ-
ent multiplicities they are inequivalent irreducible representations. The group of all
permutations of the first n - 1 spin coordinates forms a subgroup of the group of all
permutations of n things. Consider the functions (4-7) of the n electron problem. If
we apply any operation P% which belongs to the permutation group of the firstn - 1 co-
ordinates to one of the states lpk(S, S, n) we leave the nth coordinate unaffected and ob-

tain
P
o - o . —
PT4(S,S,m) = & MRy (8, S,m k=1L p
o p+ 1 o
P” y, (8, 8,n) = I_Z L'(P7),, ¥,(S,8,n); k=p+1l...p+q
=p+1
Thus the functions ka(S, S,n)k=1... p+ qform a representation which, for members

of the permutation group which leaves the nt coordinate invariant, has the form

<—p—~ 4—-—q—>
pl Pyp’) 0
reE% = (4-10)
qI 0 { M(P°)
-90-~
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Let us find a matrix A which commutes with every [ (P°) for P a member of the

group of permutations of the first n - 1 coordinates. We can block off this matrix A
in a similar manner to (4-10)

P oo q
_pI A l Az

From M(P%) A= AM(P°) we obtain

A P(E?) = MPEHA,
Ay r(PY) = P(PT) A,

ne°A, = A; (P

e Ay = Ay IM(P°)

Since [ and [ are inequivalent irreducible representations of the group of per-

mutations of the first n - 1 coordinates, we have from Theorems 5 and 7 that
A=
Ay =2y Az =0

Thus the only matrix which can possibly commute with all the matrices '(P?), where

we now let PY run over all permutations in the symmetric group of degree n, is a
matrix of the form

P, 9Q__,
pl ali 0]
q1 0 | a l

Liet us now consider a permutation an operating on a state ¢k(S, S,n) = qu _ p(s - %,
S-%, n-1)am)k=p+1... p+q. Inthe stateupk_p(s—%, S -%, n - 1) some
spin, say the i™", in one of the spin product functions which go into this state, must
appear with g spin (unless S = n/2). Therefore, we can write P;anak(s, S,n) = g(sl, s

2 ’
. sn) + g'(s1 T . 1) B(n). Such a function cannot be expanded as a sum of the
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functions of the form qu(S, S,n)k=p+1...p+ qsince all these functions involve the
factor a(n). Thus in
Ptq
o - o -
P, ¢k(s, S,n) = 121 1*(13111)1k lpl(s, S, n) k=p+l...p+q
at least one element I‘(Pgn)l,k, fork'=p+1l... p+gqg, £ =1... p must be non zero.

In order to have A commute with this matrix we must have

r(pr?)

| in’ k!

- a
= 2y T(P) e
or

a) Tay

In this way we see that the only matrix which commutes with all the matrices M (PU)
representing elements of the symmetric group of degree n is a constant times the
unit matrix. In this way we conclude from Theorem 6, that the represeniation F(PU)
is an irreducible representation of the symmetric group of degree n. In the proof of
this theorem we have tacitly assumed that, for the states Ll.lk(s, S, n) of the n electron
problem states of spins S + % and S - % of the n - 1 electron problem contributed. For
the top state and, for n even, for the bottom states on the branching diagram corres-
ponding to a given n this is not true. From Eq. (4-7), we see at once that for these
cases the states ¢k(S, S, n) automatically form irreducible representations of the sym-
metric group of degree n since they all come from one irreducible representation of
the group of degree n - 1.

In the above discussion, we have shown that for an n electron problem that
the collection of spin functions which have a definite multiplicity and MS form a basis
for an irreducible representation of the symmetric group of degree n. We have also

seen that for different multiplicities we have inequivalent irreducible representations.

Let us see what we can learn of these irreducible representations. For the two-electron

problem with MS = 0 we can form two states, a singlet

a(1) (2) - (1) a(2)
V2

and a triplet
a(1) p(2) + (1) a(2)
V2

In this case the permutation group is a group of order two with elements E and P({Z
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It is clear that the singlet forms the antisymmetric representation of this group and
the triplet forms a basis for the symmetric representation. Let us now consider the
state of maximum multiplicity of the n electron problem. (The multiplicity of this
state will be n/2. The state q;(%, %, n) can be written as

$(Z, 3 ) = a(1) a(2) a(3) ... aln)

Thus, the states of highest multiplicity form bases for the symmetric representation
of the symmetric group. From the branching diagram we see that this is the only
representation which has dimension one except for n = 2. We see in this way that for

n > 2 it is impossible to find basis functions in an n electron spin space for the other

one-dimensional representation of the symmetric group (antisymmetric representation).

This is true of other representations of the symmetric group. For n > 2 there are
representations of the symmetric group which cannot find basis functions in spin

space. This is because we have in that space only a limited number (Zn) independent

functions at our disposal and in general this number of independent functions is insuffi-

cient to form bases for all the irreducible representations of the symmetric group of
degree n.

We can illustrate this point further to give a greater insight into the complete
parallel between states of definite multiplicity and the irreducible representations of
the symmetric group by considering the projection operators which we set up in Sec-
tion 3 of this Chapter. We have seen that for an n electron problem the states of a
given spin and Ms form a basis for an irreducible representation of the group of per-
mutations of spin coordinates. On the other hand, it is clear that any collection of
our spin product functions that form a basis for an irreducible representation of the
symmetric group of degree n is an eigenstate of Sz. It is clear that these states are

eigenfunctions of S2 since they are eigenstates of operator

% P’

pairs J
(- 1) i#]
... nn - o : :
iving ————x{P.;) as an eigenvalue. Since
giving = x(Pj;) g
RS
pairs J h?

7]
they are also eigenfunctions of SZ. In addition the collection of states then forms a
basis for an irreducible representation of the symmetric group can be chosen to be
eigenstates of S, with the same value of MS by confining our attention to spin product
functions with some definite value of MS' By our method of construction in Eq. (4-7)
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we have shown one method of making eigenstates of S2 and MS and therefore bases for
the irreducible representations of the symmetric group. The states we obtained in
this way were not unique. After we had formed the states for the n electron system
which were eigenstates of S2 and Sz we could take any linear combination of those for

a given n, S, and MS and as long as these states were linearly independent they would
serve equally well as a basis for an irreducible representation of the symmetric group.
In the next paragraph we shall outline another method of obtaining states which are
eigenstates of SZ and SZ for the n electron system which will in general give different
states than the method of Eq. (4-7) but which, of course, is equally satisfactory.

From this we see that if we set up linear combinations of spin product func-
tions for the n electron problem with a given MS that form bases for irreducible rep-
resentations of the permutation group acting on spin coordinates, we shall have found
states of a definite multiplicity and MS' We have at our disposal a method of projecting
out bases for irreducible representations of a group by the use of the projection opera-
tors we introduced earlier. In this way we see that the projection operators for the
symmetric group will form from an arbitrary spin function states of a definite multi-
plicity. If we apply the projection operator to a state which is an eigenfunction of Sz’
since the projection operator is just a linear combination of operators of the group of
spin coordinate permutations, we shall also obtain a function which is an eigenfunction

of Sz' Thus the operators,

z T, (P7);; P

PO’
where PQ(PU) is an irreducible representation of the symmetric group, are projection
operators for states of definite multiplicity. For some irreducible representations of
the symmetric group, these projection operators will yield nothing when applied to all
of the 2" spin product functions. These correspond to just those irreducible representa-
tions which cannot find a basis in the space of spin product functions.

Let us illustrate these remarks from the case of the symmetric group of

degree three. As we have seen from the first chapter this group is isomorphic with

the group C3v' and therefore we have all the irreducible representations from (2-107) '

of Chapter II. The projection operators are

1
t_,ll-P1+P2+P3+P4+P5+P6

2 _
{,ll—P1+Pz+P3-P4-P5-P6

3 1 1 1 1
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§3 =——ﬁP ———ﬁP ——-—ﬁP +-———-‘/§P
12 2 "2 "z '3 Tz 572 6
3 3 5.5 /3 J3
Lo1 = " Ppt g Py - Pyt - By
3 _ 1 1 1 1
20 P~ 3FP2 - 3Pt Py - 3P -3 F
Let us use the definitions of the permutations P1 N from Chapter I and apply these

projection operators to the state a(l) a(2) B(3) with Mg = >

61, 0() a(2) B(3) = 2[a(1) a(2) B(3) + a(1) B(2) a(3) + B(1) a(2) a(3)]

t2 (1) a(2) B(3) = a(1) a(2) B(3) + B(1) a(2) a(3) + a(1) B(2) a(3)

n

- o(1) B(2) a(3) - B(1) a(2) a(3) - o(1) a(2) B(3)

0

£%, a(1) a(2) B(3)

i

£}, a(1) a(2) B(3) = a(1) a(2) B(3) - 3R(1) a(2) a(3) - Tal1) B(2) a(3)

1
e

(1) B(2) a(3) + 38(1) a(2) a(3) + 3a(1) a(2) B(3)

W

£7,a(1) 0(2) B(3) = 2 a(1) a2) B(3) - 3a(1) B(2) a(3)

(2 a(1) 0(@) B(3) = - X2 5(1) a(@) a(3) + X2 a(1) p(2) o)

u

2 2

58013 a(2) a(3) + 2 al1) 0(2) (3)
£3, a(1) o(2) B(3) = ? [2(1) a2) 8(3) + a(1) B(2) a(3) - 28(1) a(2) a(3)]
(3,01 a(2) 603) = L2 8(1) a(2) a(3) - %2 a(1) B(2) a(3

-3 (1) al2) a(3) + %2 al1) al2) B(3)
(3,000) o(2) B) = 22 a(1) a(@) 8(3) - L2a(t) pi2) a3)

- ——‘ﬁ £3, a(1) a(2) B(3)
£3,0(1) a(2) B(3) = a(1) a(2) B(3) - 5B(1) a(2) a(3) - 3 a(1) B(2) a(3)

+ a(1) B(2) a(3) - 3B(1) a(2) a(3) - 5 a(1) al(2) 53)

n
|
a
——
=

t3,a(1) a(2) B(3) ) a(2) B(3) + 2a(1) B(2) a(3) - B(1) a(2) a(3)

&l"

£ 3, all) a(2) p(3)
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From this we see that the antisymmetric representation PZ(P‘T) cannot find a basis.
The two-dimensional representation finds a basis as does the symmetric representa-
tion. We see from the branching diagram that the two-dimensional representation has
as its basis states with S = % The symmetric representation has as its basis the func-
tion éil a{1) a(2) B(3). From the properties of the projection operators we know all

the states we have constructed in this way are orthogonal. They are not, however,
1
2
are not unique and any independent linear combination of them is a state with the same

normalized but it is simple to accomplish this. The two states with S = -;—, MS =

eigenvalues. Forming two new independent states out of the two doublet states just
induces a similarity transformation on the irreducible representation. As we men-
tioned above, this is true for any set of states of the n electron problem in spin space
with a given S and MS' It is always possible to perform a similarity transformation
on the representation by taking linear combinations of the states.

This completes the discussion of the spin eigenfunctions. We have seen that
our Hamiltonian is invariant under permutations of the spin coordinates and that we
could set up a complete set of functions in the space of all spin which were eigenstates
of S2 and SZ and that such states, for a given S and MS’ form bases for irreducible
representations of the group of permutations of the spin coordinates. In the next sec-
tion, we discuss the invariance of the Hamiltonian under permutations of the spatial
coordinates of the n electrons, and then see how the representations of spatial permuta-
tions and spin permutations are connected in such a way that we obey the Pauli exclu-

sion principle.

3. Permutations of Spatial Coordinates and the Pauli Exclusion Principle

The Hamiltonian we are considering

n 2Z
H = const. + 2 -viz+%2 _t Y e (4-11)
i=1 i#jlri—rj] La |r; -R_|

is invariant under any permutation of the spatial coordinates of the n electrons. Let

us call these operations P°. There are, of course, n! operations in this group and

it is isomorphic with the group of spin permutations, PY. We could, in principle, find
eigenfunctions of the Hamiltonian (4-11). We know from our general considerations that
the eigenfunctions of this Hamiltonian corresponding to a given energy will form a basis
for an irreducible representation of the group of permutations of spatial coordinates.
We can, therefore, for our Hamiltonian (4-11), find eigenfunctions corresponding to

an eigenvalue E which are functions of the spatial coordinates and form bases for an
irreducible representation of the permutation group of spatial coordinates. We can,
clearly, multiply any of these eigenstates with any function of spin coordinates and still

have an eigenstate of our problem with the same energy. In principle we could find all

-96 -




———

i

(3. PERMUTATIONS OF SPATIAL COORDINATES AND THE PAULI EXCLUSION PRINCIPLE)

our energy levels by just finding the spatial eigenstates of our Hamiltonian (4-11). This
would be the entire story if it were not for the Pauli exclusion principle. This states
that for any permutation of both space and spin coordinates the wave function must be-
have in an antisymmetric manner. Any permutation of both space and spin can be writ-
ten as the product of the space permutation P® and the corresponding spin permutation
PY. (PS and P? are thought of as corresponding to the same abstract permutation P.
The first acts onspin and the second on spatial coordinates.) It is clear that since the
two types of permutations act in different spaces, P°PY = P"P®. The Pauli exclusion
principle then states that the only allowed states are ones for which

PSP‘TQ(F1 ... T

n,sl...s)=f@(rl...?n,sl...s) (4-12)

1t depending on whether the permutation is even or odd.

Let us see how this exclusion principle influences the wave functions and en-
ergy levels of the n electron problem. It is clear that we must combine spin functions
with spatial functions so that the total wave function can obey this antisymmetry prin-
ciple.

Since the Hamiltonian we are considering does not involve spin we must com-
bine only spatial eigenstates of our Hamiltonian corresponding to one energy level so
that we may have an eigenstate of the Hamiltonain with spin coordinates included in it.
We know that the spatial eigenstates corresponding to one energy level are partners in

a basis for an irreducible representation of the group of permutations of spatial co-

. - — —_ -
ordinates. Let q;l(rl cee T ) qu(r1 ... r_ ) have the property that
» Hy, = By,
and q
s
PPy = 2 T(P), 4,

1=1

where ["(P) are matrices in an irreducible representation of the symmetric group.
There may, in the case of accidental degeneracy or some additional degeneracy induced
by another subgroup of the group of Schrddinger's equation, be more bases for irredu-
cible representations of the group of spatial permutations corresponding to this energy.
This will not influence the validity of the argument that follows.

The most general state we could make whose coordinates are both the space
and the spin coordinates of the n electrons and whose space parts are tdken from the

npl's is

-

q
I(r1 ;n Sy ... 8) = 121 q;l(?l ;n) gl(s1 e sp) (4-13)
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The g!'s are any functions of the spin coordinates alone. Put another way the g,'s are
linear combinations of the 2" independent spin product functions. Let us see what the
Pauli principle tells us about the gl's.

PSP(TQ(I_"1 - ;n’sl coesg) =t L:lg(r1 roos s,)
4 o . q . (4-14)
PRI, T ) gls, ..s) =t {Y‘l’tgz
=1 I=1
Since we know the effect of P° on Yy we can write
2 % e b
L(P) ¥4 P'g, =1 Yy 8
121 k51 ki "k 1 15 1°8

We can always choose our y, 's to be an orthogonal and normal set in which case Mp)
is unitary. Let us multiply both sides of the last equation by "an and integrate over
all the spatial coordinates. Using the orthogonality of the lpk's we obtain

q
T, -+
IEIF(P)mlP g, =te

m (4-15)
If we now in (4-13) multiply by I‘(P_l)km and sum over m we obtain
o -+ -1 -
Pg =t ¥ T e (4-16)
m
*
P’g =t g L(P) . B (4-17)

Thus the g, 's transform as the associated representation of r(P)* that is ['(P)*.

We now know that the spin functions gy must transform under the permutation
group of spin coordinates according to an irreducible representation of the symmetric
group. This means, as we have seen, that they must be eigenstates of SZ and can be
chosen to be eigenstates of Sz' Except for the case of an accidental degeneracy we can
associate with each energy level a value of S and the corresponding 2S + 1 values of
MS‘

It would seem that, in the case we neglect magnetic interactions, we get the
same energy levels whether we include spin or not. Thus we might think that by find-
ing all the spatial eigenstates of the Hamiltonian (4-11) we would find all the energy
levels which arise. All we would need do to find the wave functions is to obey the ex-
clusion principle by combining states of the one energy level with the spin states which
form a basis for a particular representation of the permutation group of spin coordin-
ates. The irreducible representation which we use is the one which is that associated
with the complex conjugate of the irreducible representation which is generated by the
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spatial eigenstates. This is indeed the case. We do get all the energy levels in this
way. The only trouble is that by solving the Schrddinger equation for spatial wave func-
tions we get too many energy levels. Let us see how this comes about by an example.

There would surely be a spatial eigenstate of the Hamiltonian (4-11) which
forms a basis for the symmetric representation r’l(P) of the permutation group of
spatial coordinates

I-NJO = EOqJO
PS¢O(£’1 I«’n) = 4;0(;«’1 ;’n)

We have seen that in order to obey the exclusion principle we must find a spin state
gﬂ(s1 ce sn) such that g transforms as the complex conjugate of the representation
which is associated with r‘l(P). In this case this means the antisymmetric representa-
tion l"‘l'(P). Therefore

depending on whether P is even or odd. We have already seen that for n > 2 you can-
not, in the complete set of 2" spin functions, find a function which has the property that
it forms a basis for the antisymmetric representation of the symmetric group. Thus
we see that for n > 2 the spatial function that behaves in a completely symmetric man-
ner under the group of permutations of the spatial coordinates can never find in spin
space a function such that the product obeys the exclusion principle. We must, there-
fore, throw away the energy level Eo' As we mentioned there.are other representations
of the symmetric group which cannot find a basis in spin space. Any time that ['(P)*
is one of these missing representations then the set of spatial functions which trans-
form like ["(P) and the associated energy level must be dropped from consideration,
since we cannot obey the exclusion principle and these states are therefore not physi-
cally meaningful. We could look at the process as follows. We could find all the en-
ergy levels of our problem by finding all the spatial eigenstates of the Hamiltonian (4-11).
After we had accomplished this all we would need to do is throw away those energy
levels which have eigenfunctions which cannot be made antisymmetric by the addition

of the n spin coordinates. We can easily check which eigenstates we must throw out by
seeing whether ['(P)* can find a basis in the collection of 2™ spin product functions.
Once we have thrown those energy levels away we can make the remaining states anti-
symmetric by adding spin coordinates and then associate with each state a definite
multiplicity and MS' This is how it comes about that through the exclusion principle
the energy levels depend on the spin quantum number S even though our Hamiltonian
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depends only on spatial coordinates.

In the next section, we shall see how the concepts of this section can be put
to use in an approximate method of finding the eigenstates of our Hamiltonian. This
method is called the Dirac Vector Model. In addition, we shall be able to show how
this vector model ties in with the determinantal method of treating the n electron

problem.

4. Dirac Vector Model and the Determinantal Method

A. Simple Vector Model

In the last section, we showed that only certain eigenvalues of the n electron
Hamiltonian (4-11) were physically meaningful. The eigenvalues which were meaning-
ful were those which were compatible with the Pauli Exclusion principle. Thus, if
the degenerate eigenstates corresponding to some eigenvalue E of the Hamiltonian
(4-11) form a basis for an irreducible representation (P) of the group of permuta-
tions of spatial coordinates this state may or may not be admissable. The only energy
levels which were admissable were those for which basis functions for the representa-
tion of the permutation group of spin coordinates [*'(P)* could be found amongst the
collection of 2t spin product functions. As we observed, this was not always possible.
This also influences any approximate calculation of the eigenstates of the Hamiltonian
(4-11). We can calculate approximate eigenstates of the Hamiltonian and be assured
that they are physically meaningful by making sure that the spatial wave functions have
the desired symmetry properties. If we do this we know that we can always make a
totally antisymmetric state of the same energy by the addition of spin coordinate func-
tions. We shall discuss one such approximate method in this section.

We might hope that by taking a product of one-electron wave functions we
could find an approximate solution to our many electron problem. Thus, if by by -
$, are n linearly independent spatial functions of the coordinates of one electron, we

might form an approximate wave function

L
|

o = ¢1(;1) 4)2(;2) cee cbn(;n) (4-18)

o,(1) 6,@) ... ¢ ()

If we took the expectation value of the Hamiltonian (4-11) with respect to this wave
function (io, HQO) we would get some approximate value for the energy. It is clear
from the unitary nature of the permutation operators and from the fact that they com-
mute with the Hamiltonian, that Ps & ° has the same expectation value of the Hamiltonian
as io. Thus we have n! states P° 1 which are degenerate. In order to find the best
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energy we can obtain from these states, we should take a linear combination of them
with arbitrary coefficients multiplying each, and minimize the energy with respect to
variations of the linear coefficients. There would be n! unknown coefficients and we
would be led to a secular determinant of order n! in the usual way. Our knowledge of
the symmetry of the Hamiltonian comes to our aid. We can factor our secular de-
terminant at once by making states which form bases for irreducible representations
of the group of spatial permutations. Let us do this.

Before starting it will be to our advantage to introduce some new operators.

If P° corresponds to the permutation

¢/ 2 ...n _
P = (pl Py - pn) (4-19)

then
ps 8, = ¢;(p)) $,(p,) - - @ (p) (4-20)

We could introduce operators Pf which, instead of permuting the coordinates, permute
the functions ¢, Thus, if P corresponds to (4-19) Pfﬁo = ¢pl(l) ¢p2(2) e bp (n).

n
These operators have meaning only for the n! functions PS QO is concerned, it is clear

that

P°Pe_ = o (b)) o (p,)--- ¢ (o)
o~ “p, P, P, n (4-21)
= §O
or
Pig = (p ) 3 (4-22)
We might also notice that
's,;S RS IS SVSILES I 4
P S(p 8.) = (P (P7) 8,
- e Y (' piplyf :,
= e @ ) Pt e (4-23)

- T
LEp L B e

see that care must be exercised in the use of these operators. For example, we know
that

1
Thus for operation on p® io the operator corresponding to P Sis (P

! -l1s ,'s
(P%s, P°Hs ) = (P"'°P %3, Hs )
[o] (0] o (o] (4_24)

1
(p S g, HPSQO)
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This is an expression of the unitary nature of PS. For the Pf's we have a different
situation.

s ) = (P'™1)%s,, P7!S

't
(P 2, P o

H«I»o)

'-lys 3, Hg ) (4-25)

f

= (P5(P

= pfe e, He )

With this digression on the operators Pf, we can continue.

We wished to form out of the n! functions P® 8 suitable linear combinations
which formed bases for the irreducible representations of the symmetric group of
degree n. We might first ask which representations of the symmetric group can find
bases amongst these n! functions. Let us assume that the ¢!'s are an orthonormal set.
That is

@ &) = 8 m (4-26)

1
Let us find the inner product of F'f 1 and P f§o.

n

't
2, P 3) =TI (

f
b )
1=1 Py P

(P

From the orthogonality properties of the ¢'s we see that this product would vanish un-
less P, = p'l for all £. In other words
f

]
(Pfio, P io) 0 unless P = P!

f%) 1 (4-27)

(Pfio, P

1

Thus the n! functions P° Qo (or Pf Qo) form an orthonormal set. It is clear that under
any permutations, P'S, any of these n! functions is sent into one of the other functions.
For example if P'P = P"

] 1
P S(Ps§0) =P S§0

Thus, the functions Ps §° form a basis for what we described, in Section 6 of Chapter
II, as the regular representation. We may recall that this representation had the
property that it contained every irreducible representation as often as its order.
Knowing this, let us construct the functions which form bases for the irre-
ducible representations of the group of permutations of spatial coordinates through the
use of the projection operators which we introduced earlier. Thus, if we want a set
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of functions which form bases for the a irreducible representation of the symmetric
group, we first form the hypercomplex numbers

a

a _ * pS oL _
Ly = gr‘a(P)ijP i,j=1...n (2-28)

n, is the dimension of the representation. If we now apply these operators to the func-

tion §o, we obtain approximate wave functions

n
a _ a,a
8= Varbij % (2-29)

We have inserted the factor»\/E_c'l in order to normalize this function. Thus
n

n
a a, _ a a a
(Q]-J ’ Ql]) = ‘l’l_' (;1] QO' ;13 §0)

From relation (3-44) of the last chapter we obtain

n
a .a a n! a
(iij' QIJ) ’r_lT' H; (QO' LJJ QO)

123 r(P);‘j(io, P°s )

*@,8)

1"(1«:)JJ o %%

We may recall that the functions i‘llj ... 8 . form a basis for the a irreducible repre-

Nqj
sentation. This is true for all j. From this we know at once that the functions QTJ. ce

i:aj for a particular value of j form an orthonormal set. We have n, such sets of
functions (j =1 ... na) each set forming a basis for the a irreducible representation.
If these n, sets of functions are linearly independent then we have the bases for the ir-
reducible representation a contained n, times in the regular representation. This is

not difficult to show. Thus

n
a a - a a a
(iij' Qij') = n_., (QIJ 60’ ;ijl §0)

n n!'
=2 (s ?.,QO)

't
n! n, 20 °J]

_ * s

= gr(P)jj.(io. P°s )

= r(E);‘j. (8, 2,)

85
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In this way we see that the functions Q;‘. for all i and j form an orthonormal set. The

functions iiaj i=1... n, (for a given j) are partners in a basis for the a irreducible

representation. There are n, such sets of partners. We see from Theorem 15 that
there will be no matrix elements of the Hamiltonian between functions corresponding

. ‘ to different a or different i values in (4-29). There will be matrix elements of the

) Q?j and i%,, since both of these functions transform according to the same column of
‘ the same irreducible representation for all j and j', is the same as the Hamiltonian

tion all we need do is to find the roots of the secular equation arising from the states
§?j(j =1,2, ... na). Let us do this.

The n, states (j=1... na) are orthonormal. To find the energy levels we
must solve the secular determinant

IH® -E%1] =0 (4-30)
~ : The a means that we are finding those energy levels corresponding to the a irreducible
| : representation. The matrix H® is given by
4
a _Mfan a a 4.3
HJJ' = 'n—, q (;11 1’0, Héij'io) ( - 1)
By using Eq. (3-44) of the last chapter, we can rewrite this as
‘ a "a n.'( a
. ) H:..__Q,HQ
: i nf m o i o (4-32)
_ = gnp)jj.(%, HP & )
]
i [ : If we define
! ;
! ]
‘ V(P) = (ﬁo, HP §0) (4-33)
we obtain
*
H®, = Y r(P).., V(P)
A P J
(4-34)

H® § ne)* v(p)

The matrix elements V(P) could be written out explicitly, but we shall delay this for
the moment.
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Thus we see that if we take the roots of (4-30) we shall have the approximate
energy levels corresponding to the a irreducible representation. Once again we must
employ the exclusion principle. This just throws away certain irreducible representa-
tions. Any representation r‘a(P) must be discarded if P:;.(P)* cannot find a basis in
the space of the 2" spin product functions. If we have one of these admissable repre-
sentations, then this representation, we recall, is specified by the number of electrons

and the spin S. The proper antisymmetric unperturbed wave functions will be given

n
a . :
i=f1 Qij ubi(S, Mg, nf j=l...n (4-35)

where
n
Py, = fr'(P)*
b = & Tat ¥

There are n, such antisymmetric wave functions corresponding to a given multiplicity.
After diagonalization of the Hamiltonian matrix connecting the states Qr. j=1... n,
there will be n, linear combinations of the n, states in (4-35) which are the best ap-
proximate wave functions for the spin which we can obtain from the type of functions
which we have considered.

We can reformulate the problem somewhat differently. Let us consider the
effective Hamiltonian

H. =Y vp)p (4-36)
eff.
P
We call this an effective Hamiltonian because it involves the function permutation op-
erators Pf and only has meaning for the functions p° Qo' It is not difficult to see that
we get the same Hamiltonian matrix using the functions Ps §o and the effective Hamil -

tonian that we do if we use the functions P° 1 8 and the real Hamiltonian (4-11).

v(ip~lp

S 's = S 1 "fo's
(PSs_, HP °8 )= (P Qo,g' v(p")P"{P'Ss )

E ver)pSe,, PP N e, (4-37)

-l)s§

% v(P")(P°8_, P S(P" o

Because of the orthogonality of the p® Qo's this yields
(PS8 , H_,. P's3 ) = v(P™' P)
o’ “eff o]

_ s 's
= (P QO.HP !0)
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Thus when finding the Hamiltonian matrix between the functions p° g, or for that matter
Q?j g, we could equally well use the effective Hamiltonian (4-36) as our Hamiltonian
(4-11). We can also easily see that an effective Hamiltonian

Y v(p)PS
P

will give the same energy levels as (4-36). If we take as our basic set of functions
Pf §0 instead of P° §0 we get the same matrix of interaction for this Hamiltonian as we
do for the Hamiltonian (4-36). (These two sets are, of course, related by a unitary

transformation, the one set just being the other set with the functions relabeled.

(e~ 3 = P°3)

(Pfio, > V(P prs P'fio)

((P‘l)sqo, 2 v pS@E s
P” Pll

° (4-38)

vplp)

As far as the states Pf §o or P° §° are concerned we can use either the Hamiltonians
T ve)plor ¥ v(p)PS
P P

and get the same energy levels by a variation procedure as we do from the original
Hamiltonian (4-11).
There is yet another effective Hamiltonian which we can construct which has

useful properties. We can show that the Hamiltonian
L /'t ve)p° (4-39)
P

when matrix elements are taken in the space of spin product functions, also gives the
same energy levels as the effective Hamiltonians we have just discussed. (Let us re-
call that r'l'(P) is the antisymmetric representation of the symmetric group.) We
first notice that there are no matrix elements connecting spin product functions with
different Mg since the effective Hamiltonian does not change MS' For states of a given
MS there can be formed eigenstates of SZ as we have done in an earlier section. States
with a given value of spin and MS' we have seen, will transform as a basis for an ir-
reducible representation of the symmetric group. We have denoted these states by
\pi(S, MS’ n) and it will be assumed that these states form a basis for the irreducible
representation r‘u'(P)*. (We note in passing that there is a one-to-one correspondence
between S and a.) We see that
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(¥,(s, Mg, n) § P,'(P) V(P) P7 (8', Mg, n))
g r,'(P) v(P) % (4(s, Mgy m) T, '(P)y; 4 (8", Mg, n)
= bgg g 1“(1(19);"j V(P).

We notice that for the functions 41 (s, MS' n)j=1... n, corresponding to a given MS’
we get the same Hamiltonian matmx as we did for the original Hamiltonian and the
functions Qtilj i=l... n . The energy levels we obtain will be the same. Since our
original spin product functions are just linear combinations of the functions ¢ (s, MS’ n)
we get the same energy levels by using the Hamiltonian (4-39) and the spin product
functions.

We now make use of the form of the Hamiltonian (4-11) to find an explicit ex-
pression for the matrix element V(P).

V(P) = (3, HPsio) = (Pfio, Hg,)

2Z
= [ 0o, @ g ) [- Sovt T2 v T 2 Jom.. e

i=1 1,a|ri—Ra| i>j|ri-rjl

dr, ... d7 . (4-40)
We can see at once from the orthogonality of the ¢'s and from the fact that all the
operators in the Hamiltonian involve no more than the coordinates of two electrons,

that in order for V(P) to be non vanishing P must be either a transposition or the iden-

tity element. Explicitly we have

V(E)

*
Zf¢ () [- > !r-RuI] 8,(r) dr
Z 4’1 (r1)¢i(r1) 2¢j*(r2) ¢](r2)

i>]j |r, -r

ZQ+ZJ

i i>j (4-41)

Q = [o @) [- 7 +Z' N
-
j¢ ) ey(r) 2055(r,) ¢4ry)

lr 'rzl

2|

] ¢i(r) dr
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For the transpositions we have
*

(4-42)
lr, - r,l

V(Pij) =

Kij

Jij and Kij are the familiar Coulomb and exchange integrals. In this case the Hamil-
tonian matrix connecting states transforming as the a irreducible representation of

the group of spatial permutations becomes

ZQ+ZJ + LM (PK; (4-43)
>3 i3y
with similar simple expressions for the effective Hamiltonians. The spin Hamiltonian
(4-39) can be written through the use of the Dirac identity as

ZQ+ZJ Zl{u?.’i-}’j}x. ZQ+Z(J -—K)-—Z

i>j i>]j i>j 255 %3

(4-44)

The form of (4-44) is what gives rise to the expression ''vector model"”. The Hamilton-
ian (4-44) looks like the dot product interaction between angular momentum. With the
expression (4-43) or (4-44) we see that the energy differences arising from the states
P° &, depend only on the exchange integrals Kij' The Qi's and the Jij's just give an
additive term to the energy.

We shall not go into any detailed application of vector model at this point
since there are many cases discussed in the literature and other texts. We shall go
on in the next paragraphs to discuss how the vector model is altered if some of the

orbitals in the function §0 are identical.

B. Doubly Filled Orbitals

It is not always a good approximation to assume that an n electron wave func-
tion consists of the sum of products of n distinct one-electron wave functions. As is
well known from the concept of a closed shell in atomic structure it is sometimes best
to have two electrons assigned to a single spatial wave function. (We cannot have any
more than two electrons assigned to a single spatial wave function since it is not pos-
sible to construct a totally antisymmetric wave function including spin from such a
wave function.) Let us see how doubly filled orbitals influence the procedure of the
Dirac vector model.

Let us assume that we have a wave function

o = ¢l(l) ¢2(Z) LI A ¢n(n)
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where in addition orbitals ¢, and ¢, are identical

4, = ¢, (4-45)

With this wave function we could again use the projection operators f,gj to construct
states which have proper transformation properties under the permutation group.
There are simplifications, however, which result from the fact that the orbital ¢1 is
doubly filled. Let us see how this comes about.

We can, of course, choose as an irreducible representation of the symmetric
group F’a(P) one in which Pa(PIZ) is diagonal. (Any unitary matrix can be diagonal-
ized by a unitary transformation.) From the fact that Pu(PIZ) Pn(PIZ) = (E) we
conclude that the diagonal elements are £ 1. Let us arrange these diagonal elements

so that + 1's occur first and then the - 1's occur along the diagonal.

p +1

PP, = (4-46)

4——-4._3___.
0
-1

The dimension of the '""+1 block' is p and the dimension of the ' -1 block" is q. Here

p+t+q-= n is the dimension of the a irreducible representation. With such a form

for the a irreducible representation let us see what the effect of the projection opera-
a . . . . _ ’ s _

tor gij is on . We notice first that since ¢ = ¢y P2, =2, Therefore

S
E+P
- 12
3, = (——) ¢, (4-47)
Using this fact we obtain
n n E + P
a a _'\/_ 12]
ij = 75';131'0 Zn’ z T (P)IJ [ 2 %
n
= ‘\/—n 1 [ s] L J
zT’z'% r(p) P + I (PP, 2)i P %,
n
_ a 1 * * *] s
"Viar 2z % [ro,(P)ij * {:ra(P)ik LaPioh) P8,
From the form of Pn(PIZ) we conclude
ij - ;.'-Lij!o i=l...p (4-48)
a _ .
oij-o J=p+1...nu
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(The factor \/Z—:_—? will turn out to be a normalizing factor.) We notice that in this
case we do not get n sets of functions which form bases for the a irreducible repre-
sentation. Instead, we get only p bases. Since the only states which interact are
those which have the same a and i, we shall only have a matrix of interaction, for
the a irreducible representation, of order p instead of n., the order we would obtain
if we had n distinct orbitals.

We might at this point check the orthonormality of the wave functions (4-48)
we have constructed. This can be easily accomplished.

a .a . _
(@ij, Qik) ihk=1...p
n! "a a
© n, 2n! (& 3k %) (4-49)
_ 1 * s 21 * -1,f
= ; r (P (e, Pe ) = ; g T, (P, (P71 8,)

We have made use of Eq. (4-44) of the last chapter in deriving this. From the or-
thogonality of the ¢'s we see that only two terms will contribute to the sum in (4-49).
P must be either E or PlZ' In this case we get

a _ 1 1 * A
(QIJ' §1k) = E r“(E)(io, QO) + 2’ ra(PIZ)Jk (§01 QO) J»k =1... P
*
Since ra(PlZ)jk = 6jk' jyk = 1...p we finally obtain the desired result
a .a, _
(®55 #5) = 85,

We have now seen the limitations on the functions Q(ilj because of the doubly
filled orbital. Let us now see what the spin part of the wave function must be like in
order to be compatible with the doubly filled orbital in the space part.

We have already seen that the spin part of the wave function must transform
like I‘u'(P)*. In this case for P, we have

P %,
p -1 0
PR =
q 0 +1
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Thus we see that the functions tbj(S, MS’ n) which form a basis for this representation
will be divided into two groups. The first p transform antisymmetrically under P,
the remaining q symetrically. Let us see how such states might have been constructed
from the branching diagram.

We constructed the states of the branching diagram originally by adding one
electron at a time. We could equally well have proceeded by adding two electrons at
a time starting with either n = 0 or 1 and proceeded in this way to construct our states.
The states for the two electrons which we add we can take to be

a(l) a(2)

(1) p(2)

a(1) B(2) + B(1) a(2) (4-50)
3

a(l) B(2) - (1) a(2)
J2

The first three are the states with S = 1 and MS =+1, -1, 0. The fourth is the two-
electron state with S = MS = 0. If we had the states qu(S, MS’ n - 2) for the n - 2 elec-
tron problem we could construct the states for the n electron problem in the following

manner.

n-2 n

We could combine a spin 1 with a spin S + 1 to give a spin S (upper arrow). We could
combine a spin 1 with a spin S to give a spin S (one of the middle arrows). We could
combine a spin S - 1 with a spin 1 to give a spin S (lower arrow). Let us say that these
three methods give rise to the last q of the n, states ¢j(s, MS’ n). These three methods
would involve the first three of the two-electron functions in (4-50). The first p of the
n states we would obtain by combining a spin 0 of the two-electron problem with the
spin S of the n - 2 electron problem. This would yield a spin S (other middle arrow).
We can now write the spin eigenfunctions in the form
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%‘S' Mg, m) = 4‘j(5- Mg, n - 2)[n(1) p(Z),/_ZQ(Z) ﬁ(l)] i=1...p
\pj(s, Mg, n) = eJ.(s3 cooos) a(l) a(2)
+ fj(s3 o.osp) B(1) B(2) o
+ gj(s3 sn)[“(l) ;5(2)};(2) E’(l)] j=ptl...n
(We have assumed here that ¢j(s, Mg, n - 2) depends on the spin coordinates s, ... s .)

We have not written the explicit form of e, f, and g in terms of the ij(S, MS’ n-2)'s
since we shall not need these forms for our purposes.
It is clear that the first p functions in (4-51) qu(s, M, n) are those correspond-

*

. , -1 s ) ; . *
ing to r'a (Plz)ii = -1, i=1... p. The secondn - p functions correspond to I (P

=+1,i=p+1... n . From the method of construction the functions qu(S, M, 1),

SY
j=1... pform a basis for an irreducible representation of the group of permutations
of the last n - 2 coordinates. Let us call this representation r'a'(P) where P is a

permutation which leaves 1 and 2 unaffected. For one of these permutations we have

Q—L——q_q._.___.

P r,'(p) 0
PP = (2-52)
al \ o | roe

Let us consider permutations not in this group, namely Pl! and PZ!' Here £ lies be-

tween 3 and n. These have matrices which we can block off as in (4-52)

Ma'(Pyg A
MalPyy = (4-53)

From the fact that Pa(Plz) PG(P“) Pn(PIZ) = Pa(PZI) we conclude
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r'a'(P“) 'A
PPy = (4-54)

"B Pa"(Pyy

We shall actually be able to find Fa'(Pll) because of the restrictive nature of the spin
product functions. We first notice that

2P (@) O

PP+ T (P, = (4-55)

0.“ ll)

We also notice that

(P‘l’1+ Pgl) \pj(s, Mg, n) j=1l...p
(4-56)

= (B, + P 4(5. Mg, n - 2) [21LBE) - o(2) 8]

7z

Since Y. contains in its decomposition into spin product functions, functions containing
either a(4) or p(o)

+
\pj(S,MS,n- 2) = X (s5 ... Sg-1'Sp41 - s)) a(2)

i (4-57)
+ X; (s3 Cee Sy Spr ...sn) a2
Combining (4-57) and (4-56) we see that
(PTg* P3) 45(S, Mg, n) = (S, Mg, n)

roy * ro * (4-58
or a' Pu) + a' PZI) =1 - )
or r'a|(P“) + PO.'(PZI) = ";'1
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Or, finally p
p --;—1 A
PPy = | (4-59)
B r'O.”(Pll)

We are now in a position to define the secular problem for the states arising from the
wave functions i‘;j j=1l...p.

_ a
= —%(413 §0' Hglukﬁo)
1 a
= z(<§0, H{G 8 (4-60)
=L ¥Yr @, 1rpss)
2 e ko’ o
= 1 *
== g I‘a(P)jkV(P)

where
_ s
V(P) = (50, HP §O)

_ ot
= (P 3, Hio)

As we did for the case of the n distinct orbitals we can simplify this expression by
using the orthogonality of the orbitals. We shall assume that the set of orbitals $g -
¢, are distinct and orthonormal and in addition orthogonal to ¢y --r 9,0 Itis clefar
from the fact that our Hamiltonian only involves two-electron operators that if P &,
has more than two functmns "out of position'", considering ¢, a and ¢, as identical V(P)

= (i HP s ) (P t 3 ,H® ) will vanish. The only way that we can have this situation

is to have for the P's g1v1ng non-vanishing matrix elements P = E, P.. ij Pij PlZ' We
may also notice that Ku ZI’ Jl JZI’ = Jll = K12 = le = K22 = JZZ'
Therefore, we have that
VE) =2Q, +J,, +2 2 J ,+ 2 3
1 11 l#l 12 k# m m
t,m#1 (4-61)

V(Ptm) = Kpn t,m#1,2
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V(Plz) = V(E)

V(Pmplz) = V(le) tm#l 2 ((4-61) con'd)

= V(P )=V(PZjP12)=K . ifl,2

V(P,,) = V(PP 1

j 12) 2j
From these expressions for the matrix elements of the Hamiltonian matrix (4-60) we
see that we only need the matrix elements 1“0;(P)J.k where j,k = 1 ... p from the ma-
trices PO(P). Using the forms of the matrices representing E, Pi" and Pi' P12. we
obtain (since P, for i, ] # 1,2) is a permutation of the last n - 2 coordinates) from
(4-46), (4-55) and (4-59)

HY, = %[V(E) + V(Plz)] 65k

-+

1,1
(-3)(3) [21#21 ST 141 2 Kz1]5jk

E: 1“(Jl (Pm)ij [Klm+Klm]
tm#1 2 (4-62)

[ S]]

X
(=]
"
~
o
—
+
[
—
—
+
(%)
™M
[
—
[
+
™M
5&
—
(WY

+
™
-
p—
g
8
X
5

We notice that we need only the matrices r'u'(le) representing transpositions amongst
the last n - 2 coordinates. In other words we have just the matrices forming an irre-
ducible representation of the group of permutations of the last n - 2 coordinates. This
makes sense since the two electrons in the filled orbits form a singlet and the only spins
which are admissable are those which arise from the remaining n - 2 electrons. As

far as the secular equation connecting states of the same symmetry is concerned, the
splitting of levels is due only to exchange integrals between the unpaired orbits. The
energy expression for the case of more than one paired orbital is also easily obtained.
We shall not discuss the derivation in detail since they follow in a straightforward
manner from the case of one paired orbit. .

If $; = ¢, we could choose the matrix I'"u,(P34) to be diagonal with the di-
agonal elements + 1 or - 1 with the + 1 diagonal elements appearing first. We could
then easily show that the normalized wave functions obtained from projection operators
would be

-115-

et



(PERMUTATION GROUPS AND THE DIRAC VECTOR MODEL)

3. =\/i—°— g.. 8 (4-63)

ij 4n! °ij "o

(The factor 4 arising from the fact that &_ Plzio = P3,8, = PY, P3 4%,) The

wave functions 6?. would now vanish for all j corresponding to the negative eigenvalues
of r'a,(P34) in addition to its vanishing for all those j corresponding to a negative eigen-
value to PIZ' Once again we could correlate the positive eigenvalues of Pa,(P34) with
spin states where the third and fourth electrons are in a singlet state and in calculating
the Hamiltonian matrix we would find that we only needed to know the matrices repre-
senting the permutations of the n - 4 electron problem. We could carry on this proced-
ure if there were more filled orbitals. Let us assume that the first 2p orbitals are

paired. That is

¢ = %
¢3 T by

(4-64)
¢2p -1° ¢2p

The remaining n - 2p orbitals are unpaired. All distinct orbitals we shall take as forming

an orthonormal set. In this case the wave functions would be

a / a .,a
=) — L. 8 4-65
§1] 2P ! §’13 o ( )

If we choose the representation l"a(P) which has first r‘n(pl?_) diagonal with a block
of +1's and a block of - 1's and then divide the + 1 block making a representation where
Pa'(P34) is diagonal with blocks +1 and -1, etc., then for our Hamiltonian matrix of

this symmetry we obtain
a
2 + [ - 2K ] + J
o2 a0 3 Wl 2 5
+ [ZJ .- K .]+ J..}
z' M) M) 123 1} 1

(4-66)
+ E r. (P, ) Ki;
i>j
= const + 2 r (P )K
i>j
Here the summation over the Greek indices runs over paired orbitals (1 ... p). The

summation over the Roman indices runs over the n - 2p unpaired orbitals. The matrices
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r u(Pij) are an irreducible representation of the n - 2p electron problem and corres-
pond to one of the multiplicities of that problem. The spin functions which form a
basis for the spin permutation representation associated with r'a(Pij) are the spin
functions

[0 82 - 81 al2] [3) p9) - 83 a®)]  [alzp - 1) (20~ (2 - 1) aip]
vz V2 . Ve (4-67)

X ¢j(s, M

S’ n- Zp)

where q;J. forms a basis for an irreducible representation of the permutation group of
the last n - 2p coordinates. It is clear from this that the functions in (4-67) also form
an irreducible representation of permutations of the last n - 2p coordinates.

Before leaving the problem of paired orbitals we can derive expressions for
the average energies of all states of a given multiplicity for the n electron problem
arising from the wave functions PSQO where §o has paired orbitals and n - 2p unpaired
orbitals. In order to do this all we need do is to take the character of all the matrices
in (4-66) since this gives us the trace of the Hamiltonian matrix H® This traces
when divided by the order of the matrix gives the average energy of the states of a
symmetry. We know from the property that a trace of matrix is invariant under a
unitary transformation that we shall not change this average energy if we diagonalize
the Hamiltonian matrix Ho‘). This of course is nothing more than the average energy
of all states of a given multiplicity since there is a one to one correspondence between
a and multiplicity. We know, however, that the characters of all the matrices r'a(Pij)
are the same (xu(Pij))' From Eq. (4-9) and the subsequent discussion in that section
it is easy to see that the average energy of states of spin S when there are p paired
orbitals and n - 2p unpaired orbitals is given by

p
Mgl ZQM + u;v [Am’W - ZKPV] + % J’m

' P';v [ZJuj i Kuj] * i§j Ii (4-68)
Z ntz ! | -
- (n'(n'-l)) [—4—- n' + s(s+1)] igj Ky n' = (n - 2p)

This completes the discussion of the paired orbitals. We can go even further in the
discussion of the vector model by discussing the interaction between the states p° &
and P° 60' where io' is composed of a product of one-electron functions in a different
way than L This is called configuration interaction and we shall discuss this next.
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C. Configuration Interaction

So far we have assumed that as far as the spatial part of the many-electron
wave function is concerned we could restrict ourselves to the states arising from the
functions P° io where §o is a product of one-electron wave functions. It is clear that
in order to form a complete set as far as spatial wave functions are concerned we
must include more than the functions P° g . Thus we might imagine that for the co-
ordinates of one electron the functions ¢1 NN ¢°° form a complete set. For the many-
electron space we could form a complete set by taking all possible products of this
complete set of one-electron functions. We would take a product of one of the 4's of
coordinate one times one of the ¢'s of coordinate 2, etc., down to the coordinates of
the last electron. This gives us a way of forming many electron functions in terms of
which we could expand any arbitrary function. Thus for any arbitrary function of the

spatial coordinates of n electrons, f(f"1 . ;n) we have
0
f(r, ... 1) = > A 6 (r)...6_ (r) (4-69)
1 Mg g % G ! 4y B
Here A are constant coefficients. So far in our discussion of the vector model

41 -..4qn
we have restricted the spatial parts of our wave function in such a way that the only

functions appearing in the summation (4-69) are those which can be obtained from one
another by permutations of the spatial coordinates. The wave functions which arise
from these restricted functions we say arise from a single configuration. A configura-
tion is specified if we specify which one-electron orbitals are occupied and how many
times each is occupied. (In order to be consistent with the exclusion principle an oc-
cupied orbital must be occupied either once or twice.) The spatial wave functions of
a single configuration are therefore taken from the functions p° 3, where & is a prod-
uct of some selection of our complete set of one-electron functions. Since these do
not form a complete set we shall have to relax this restriction and include more con-
figurations in our problem to form a good approximation to the many-electron wave
function. The problem of finding the wave function as a combination of the functions
taken from more than one configuration is the problem of configuration interaction.
We can form the states P° L PSQI ... P% QF,PS ® . Here the single index
p specifies which one-electron functions are occupied and how many times each is oc-
cupied. It thus specifies a configuration. We now wish to express our many-electron
wave function, as far as spatial coordinates are concerned, as a linear combination
of the functions P°® !o ... P® Q“ ... . We need only consider linear combinations of
functions transforming according to the same column of the same irreducible repre-
sentation. This we can accomplish by means of the projection operators. We can

form the states
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&V =c .3 (4-70)

ij a,v?ij v

Y is the jth function transforming according to the ith column of the a irredu-

Here Q?j’
cible representation arising from the vth configuration. Coy is a normalization con- ¢
stant. We wish to form linear combinations of these functions for fixed a and i to form K
the best possible approximation to the wave function transforming according to the 1th
column of the a irreducible representation. This we do, as usual, by minimizing the
expectation value of the energy by variation of the linear coefficients in the expansion
of the wave function. In this way we become involved in the solution of secular equa-

tions. We must find, in this procedure the matrix elements of the Hamiltonian with

respect to the functions % * and Q “ for fixed a and i.
1)

This can easily be done 1f we assume that our one-electron orbitals are or-
thogonal. We shall recall that for a given configuration some of the functions iiuj’ v !
vanished if there were doubly filled orbitals. Let us say that the configuration v has -
P, paired orbitals, the remaining n - va being unpaired. Of all the configurations
considered, let us assume that v has the maximum number of paired orbitals and we
shall assume that in §v these paired orbitals appear in the product first. We shall
also assume that in all the other configurations considered the paired orbitals appear
first. In this case, we chose as the representation F‘Q(P) for the symmetric group of
degree n a representation where r'a(Plz) is diagonal with +1's appearing first along
the diagonal. We can further specify the representation by demanding that r‘a(P34)
be diagonal in such a way that the + 1 diagonal elements corresponding to the + 1 di-
agonal elements of Fa(Plz) come first. In a similar way we can proceed until we have
diagonalized " (P T W P3g) ... T (PZp -1, 2p, ). We then block off columns of
matrices (P) such that the column blocked off corresponds to all +1's in the upper
12) - PaPpp
the first n columns of the matrices r' (P) have +1 along the first n diagonal elements

left-hand corner of all the matrices [ (P

-1, 2p,, ). Let us say that

of all of the matrices I (PIZ) . r (P 2p, -1, 2p ). In this case we recall that for :
a given configuration § we would obtam (Eq ( V)
a, i n ‘
Qij = a\/Tp_ QIJQ“ for j < n, .
2 "n! (4-71)
B _ . ,
iij = 0 for j > n,

For the matrix elements between the p and the p' configuration we would have only

'
H;}-{l"v -(’““‘ HQ“""‘) j:l,..ni,k:l...nt (4-72)
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a

or
HSWE - L (e, HL% e )
VoPupw M (4-72)
=L __ Yr (P, 1Hp%s )
For the matrix elements from one configuration we have
. %‘ ru(P);‘k(QH, HP° QP) p=1...n" (4-73)

2Py
Here and in (4-72) r'a(P) are matrices forming an irreducible representation of the
symmetric group of degree n taken to be in the specified form for the matrices Pa(PIZ)
v l"u(PZp -1,2p ) which we mentioned above. as far as the configurations p and p.
v ’ v
are concerned the Hamiltonian matrix would be

nk nM*
a a
M LHITATS SHIT T
nu H H
(4-74)
4 . 4 L t
nt (& * )T Hes R R

To find the energies all we need do is subtract 1 E from this matrix and solve for the
roots of the resulting secular determinant.

We could go still further and use the orthogonality of the one-electron func-
tions to write explicit forms for the matrix elements ({'“, HP® Q“,). We can see, for
example, because of the orthogonality of the one-electron orbitals, that Q“ and ip. can
only differ at most by two orbitals or else there would be no matrix element connecting
these two configurations. We shall not pursue this any further since this runs along
the same lines as our considerations for a single configuration.

There is one further extension which we could make in the discussion of
the vector model. We have assumed that the one-electron functions which we have used
are orthogonal. If this were not the case many complications would arise. These can,

however, be formally handled in the framework of the vector model. The first thing
a

WQLUQV

we would demand

that would change would be the normalization of the functions 6%’ V=g For

non orthogonal one-electron functions in order to normalize 6‘.11].’ v
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1 = 3%V, 8%V)
ij ij

2 n! a
v,a _H—;(QV’ gjj §V)

2 n!

= C —_
v,an

) 1“(1(13);‘j (@, p° 3 ) (4-75)

a P
c =«/E( v r (s (p) 1?2
v, a n! g e iy
s,(P) = (2, p° 2 )

SV(P) can, of course, be expressed as a product of the one-electron integrals of the
products of pairs of one-electron functions. The only quantity necessary to evaluate
c is

v,a

%
f.: r (P)y; 8, (P)
This may not, in general, be an easy expression to evaluate. Formally, at least, we
can normalize the function in this manner. To complete the discussion of the vector
model for non orthogonal functions we need only find the Hamiltonian matrix with re-
spect to the functions Qg:].' YV and Q?J.’,V'. In this'case the functions would not be orthogonal
and as is familiar we can set up the secular determinant by taking the matrix elements
of H - E with respect to Q‘ilj’ v
case in the form of the Hamiltonian matrix higher permutations than transpositions

1
and Q‘;.’ V', We must be careful to remember that in this

can occur in

*
g ra(P)jj' ca, v Ca' vl(§v9 (H - E) Qvl)
There is no basic reason why the vector model cannot be used for the non orthogonal
functions even though the labor becomes more formidable.

This completes our discussion of the Dirac vector model. In the next section,

we show how this method is related to the familiar determinantal method.

D. Relation to the Determinantal Method

We have seen how, through the use of the Dirac vector model, we can find
approximate eigenvalues and eigenvectors for the n electron problem. In essence,
we treated spatial coordinates and spin coordinates separately and then formed totally
antisylametric states at a late stage in the formalism. There is another approach to
the n electron problem which forms approximate antisymmetric functions right at the

start. This approach is the determinantal method and we shall give a brief description
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(PERMUTATION GROUPS AND THE DIRAC VECTOR MODEL)

of this procedure and then show the relation of it to the vector model.

In the determinantal method, we again start with a complete set of one-electron
spatial orbitals  TERER PR As far as spin functions are concerned a and g form a
complete set for one electron. We could, therefore, form a complete set of space-spin
orbitals for one electron by taking all the functions LTI PRER .and multiplying them
by a and then by B. Thus the functions ¢1(F1) a(l); ¢1(?1) (1), £=1...0 form a com-
plete set in the spin and spatial coordinates of the electron 1. A complete set of func-
tions in the space of n electrons (including spin coordinates) could t;e formed by taking
the products of any choice of the functions 4;1(;;1) g(gg for the n electrons and multiplying
them together. We know that we must obey the exclusion principle, so that, we must
make linear combinations of these product functions to form functions that are totally
antisymmetric. This is most conveniently done by forming determinantal wave func-
tions.

Determinantal wave functions are formed in the following manner. Let us say
that

- -+ fa(l .
Xi(rl'sl) = ¢Ii(r1){‘321;} i=1l...n

are n one-electron space spin functions which we wish to use in forming an antisym-

metric wave function. We could form the determinant

Xl(l) ...... xl(n)
Xz(l) . Xz(n)
‘\}— (4'76)
n!
xn(l) ...... xn(n)

1 P s g
= — g (-1)7 PP P7x,(r],s,) xz(?z, s,) - xn(?

T

(The factor L = is a normalizing factor if the ¢'s are orthogonal and normalized. ) We
n

' Sp)

could, of coursé, form a great many determinants in this way each of which would be-
have, as we see from the definition, antisymmetrically under simultaneous permuta-
tions of both space and spin coordinates. These determinants would form a complete
set as far as totally antisymmetric functions of the space and spin coordinates of the
n electrons are concerned. We could then, in principle, take matrix elements of our
Hamiltonian (4-11) between these approximate wave functions and get wave functions
which form approximations to the wave functions for the n electron problem.

We know, however, that our work will be simplified if we take combinations
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of these determinantal wave functions which are eigenstates of S‘2 and Sz, the total spin
operators. If we do this, we know that there are no matrix elements of the Hamiltonian
between states of different S or MS since 52 and SZ commute with the Hamiltonain.

Thus to start an approximate calculation it is best to start with those linear combina-
tions of determinants which are eigenstates of both SZ and Sz‘ This is usually accom-
plished by taking all determinantal states which involve the same spatial one-electron
orbitals but with different spin orbitals assigned to each spatial orbital and forming

proper linear combinations of these states to diagonalize the operators involved. Thus

if by oo ¢n were the n spatial orbitals involved and they were all distinct we could
form 2" determinantal wave functions by taking the product of any spatial orbital ¢i
i=1... nand either a or g spin. (In the event that two of the spatial orbitals ¢1 .

¢n were the same we would have to put this spatial function into our determinant once
with a spin and once with 8 spin to obey the exclusion principle. We would therefore
get only 2n-1 determinantal states.) We could then make linear combinations of these
states and diagonalize S2 and S . This can most easily be done through the use of the
vector model and in doing so we shall se how to pass from the determinantal method
to the vector model and back again.

We wish to form those linear combinations of determinants which are eigen-

states of S2 and Sz and which involve the spatial orbitals $ép - ¢ (We assume these

to be distinct. The case of paired orbitals will follow in a straigl’rllcforward manner and
we shall leave this to the reader.) We had formed the states, in the spin coordinates
of the n electrons, q;i(S, MS, nji=1... n, which were eigenstates of S2 and Sz and as
we noted earlier these states formed a basis for an irreducible representation of the

symmetric group of degree n. If we now take the product

n
p—

@o\pi(s, Mg, n) = ¢1(1) ¢2(z) ¢n(n) q;i(s, Mg, n) i R (4-77)

we have a function which is an eigenstate of S‘2 and Sz‘ It is not, however, antisymmet-

ric. Let us do this by antisymmetrizing it.

1

V/n!

This is also an eigenstate of SZ and Sz since S2 and Sz commute with P°P’. It can

also be written as a linear combination of the determinantal states we have written

§ (- )P PP P8 y.(s, Mg ) i=1... n, (4-78)

above. This is because the q.ui's are linear combinations of spin product functions.
Thus & xbi(S, Mg, n) is a linear combination of 3 = ¢1(1) e ¢n(n) and products of a's
and p's of the spin coordinates 1 through n. These when antisymmetrized will lead to
a sum of determinants in (4-78) which is an eigenstate of SZ and Sz. In each determin-

ant will be n one-electron space spin orbitals (products of the ¢'s with either an a or
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a B). Thus, in this way, we have formed linear combinations of determinants which

are eigenstates of SZ and Sz. As far as wave functions involving the n spatial orbitals
¢y -+ ¢, are concerned we would have to calculate the eigenvalues of a matrix of inter-
action of order n, corresponding to all states of a given multiplicity and MS in (4-78).
We shall be able to show that this matrix is exactly the one that we get from the Dirac
vector model by only considering the spatial orbitals ¢>1 e ¢n.

Let us first note that we can rewrite the wave function (4-78) in terms of the
functions Q?. (4-29). We know that ¢i(S, MS' n) forms a partner in a basis for an irre-
ducible representation of the symmetric group of degree n. Let us call this representa-
tion r‘n'(P)* = r‘l'(P) X r'u(P)* where we have chosen the representation in this form

for simplicity. We can now make use of this fact in (4-78)

! % P,'(P) P°P” #,4;(S, Mg, n)

V!

= Fr [(P) P s Zr '(P ; ¥y(S, Mg, n) (4-79)
P

4?/.1__ [Z r (P) p q»] 4,(S, Mg, n)
Using (4-29) we obtain
Z = T )7 PTRTe k(S Mg )

‘/—: (4-80)

Z§ 48, Mg,n)  j=1...n

1
—
=]

~/_a

This is exactly the antisymmetric wave function which we obtain from the vector model

(Eq. (4-35)). Let us now see that the Hamiltonian matrix we obtain from the functions

(4-78) is exactly the same as the one we obtain in the vector model. We must find the

matrix elements of the Hamiltonian (4-11) between the j and j' function in (4-78). Us-
ing (4-80) we obtain
1
J E; ? l] H z ’1 qu"ll) (4-81)

using the orthonormality of the functions q‘i we obtain, because the Hamiltonian does
not depend on spin coordinates, from the integration over these spin coordinates

Hio = o Z(Q Ha ) (4-82)

From Theorem 15 (!?j, H!‘;j,) = (Q;j' Hi;j.). We therefore have finally that
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H..

- a a
JJ' = (Qij' Hiijl) (4'83)

Comparison with (4-31) shows us that this is exactly the Hamiltonian matrix which we
obtain from the vector model. Thus, the determinantal method and the vector model
are exactly equivalent in the results they arrive at as far as the energy and the approxi-
mate wave function are concerned. In addition the considerations of this section have
led us to a method of making antisymmetric states of definite multiplicity and MS from
the functions ¢i(S, MS’ n). These, we shall recall, could be obtained through the use of
the projection operators made of the spin permutation operators. The equivalence be-
tween the vector model and the determinantal method for the cases of closed shells and

configuration interaction also follows through in a trivial manner.
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Chapter V
SPACE GROUPS

In the preceding chapter we considered some of the invariant properties of
the Hamiltonian (3-47) of Chapter III. We considered, in particular, the invariance of
the Hamiltonian under permutations of the spin and spatial coordinates. In addition we
mentioned that the Hamiltonian (3-47) of Chapter III was invariant under other opera-
tions. In this chapter, we go on to discuss some of the possible additional invariances
of the Hamiltonian using as an example the invariance of certain Hamiltonians under
space groups.

We notice first that the Hamiltonian (3-47) of Chapter III is invariant under
any spatial operation which preserves distances. Such coordinate transformations are
called orthogonal coordinate transformations. Thus, if the three cartesian coordinates
of all the particles involved simultaneously undergo the same orthogonal transforma-
tion our Hamiltonian will be left invariant. In the next section, we discuss such length

preserving transformations.

1. Orthogonal Transformations

Let us denote the three cartesian coordinates as Xpr Xp and X3. The most
general linear combination which these coordinates could undergo would be a transfor-

mation of the form

t .
3 —R“xl + Rlzxz + Rl3x3 + tl

x,'=R + R,x, + R, x, +t

X 22%2 * BasgXz t b, (5-1)

2 2171

| -
X3! =Rg X + RypX, + RygXg + 1,

In vector and matrix notation, we have

= RX (5-2)

X
(Here x' is regarded as a column vector <x In order to be a length preserving

X

-

transformation, if we had two points X and y and let them undergo this transformation,

we should demand that

W N -

2 2 2
|2 = IXI' 'yl.l + lxz' ‘yZ'l + |x3' ‘Y3'|

(5-3)
where we have restricted ourselves to letting the coordinates take on only real values.

2 2
le-yll +'x2'yZl +|x3’y
The restriction of having a length preserving transformation puts a restriction on R .
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)= R(X-Y)
% = RE

[\%)
(4]
5
(]
\l""“?
vy
"
ur
0
0
ure

n
e
ure

orthogonal transformation (see footnote on p. 53)

RR =1
R=R"!

(5-4)

As is familiar from elementary courses on matrices this demands that R be a real

(5-5)

Thus we see that the most general transformation which preserves lengths is one of the
form (5-2) where R has the property (5-5). The part-{ of the transformation can be

considered as a translation of the coordinates and we shall now proceed to interpret R.

~
We first notice that since RR=1 and since det R = det R

(det R)2 =1

det R = t1

can find a unitary matrix U such that

UTRU=D

lar determinant being set equal to zero.

det [R - xi] =0
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Thus the determinant of the transformation can be either 1 1,

(5-6)

We also know from the

fact that any unitary matrix can be diagonalized by a unitary transformation that we

(5-7)

where D is a diagonal matrix the diagonal elements of which are solutions of the secu-

(5-8)

since R is a real matrix it is a familiar theorem from algebra that the roots of this
equation must be either real or complex and the complex roots must appear in pairs
one member of the pair being the complex conjugate of the other member of the pair.
Thus we see that in order to have det R= t 1 and a solution to (5-8) we can always put
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D in the form

t1 o 0
D= 0o &% o ' (5-9)
0 0 e l¢

If we now let D undergo the unitary transformation
1 0 0

V = 1/  il/T (5-10)
o 1MZ -ifZ

we shall, as simple matrix multiplication shows, put D in the form

11 0 0
R' = 0 cos ¢ -siné (5-11)
0 sin ¢ cos ¢

Thus we see that any real orthogonal coordinate transformation in three dimensions can
by the use of the transformation UV be put in the form (5-11)

R = viu' Ruv (5-12)

It is also not difficult to show that UV is a real matrix. Therefore, the transformation
of coordinates UV is again a real orthogonal coordinate transformation. We see there-
fore that any real orthogonal coordinate transformation R can be put in the form (5-12)
by a real orthogonal coordinate transformation. R' is easy to interpret. If we take the
+ sign in (5-11), in the coordinate system described by the transformation UV, R!

represents a rotation clockwise through an angle ¢ about the xlaxis. Thus

x'=x1

' = cos ¢ x, - sin ¢ x4 (5-13)

td
(M
Ll

x,' = sin ¢ X, + cOS ¢ X5

If we take the - sign in (5-11) we have R' interpreted
as a rotation through ¢ in the X, == Xg plane followed
! by a reflection through that plane.

' In this manner, we see that in three dimen-

! sions we can interpret every real orthogonal coordin-

! ate transformation as either a rotation about an axis

N or a rotation about an axis followed by a reflection
S<al through the plane perpendicular to that axis. The
pure rotations have det R = +1 and are called proper
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rotations. The rotations followed by reflections have det R =-1 and in this case are
called improper rotations.

It is clear that the collection of all real orthogonal coordinate transformations
form a group. Some other facts are immediately obvious. The collection of all proper
rotations forms a subgroup of this total group of all real orthogonal coordinate transfor-
mations. This group is called the pure rotation group in three dimensions. It is also
clear that the product of two proper rotations is a proper rotation as is the product of
two improper rotations. The product of a proper and an improper rotations is an im-
proper rotation. From this we see that in any finite subgroup of the group of real or-
thogonal coordinate transformations there is either no improper rotations or as many
proper as improper rotations. It is also not difficult to show that the complete group
of orthogonal coordinate transformations can be considered as the direct product of the
pure rotation group and a group consisting of the inversion

-1 0 0
i=fo0o -1 0 (5-14)
0 0 -1

and the identity. (This latter group clearly commutes with the full rotation group.)

We can also show that the collection of all coordinate transformations of the
type (5-2) where R is a real orthogonal matrix and T is arbitrary forms a group. We
shall show this a little later on and also show that the collection of pure translations

X =47 (5-15)
forms an invariant subgroup of this group of transformations (5-2). The Hamiltonian
(3-47) of Chapter III is invariant under this group if we let the coordinates of all the
particles undergo the same transformation. Since we know that the eigenfunctions of
the Hamiltonian must form bases for irreducible representations of the group of the
Hamiltonian, we should study the irreducible representations of the full group of pure
rotations in three dimensions. This is a lengthy topic in itself and we shall not pursue
it in this set of notes. It is discussed in great detail in other texts.

The Hamiltonian (3-48) in Chapter III in which the nuclei are held fixed is in
general invariant under some subgroup of the full group of real orthogonal coordinate
transformations and in the case of crystals is also invariant under certain translations.
In the case of molecules (outside of linear molecules) the Hamiltonian is invariant under
only a finite subgroup of the full group of real orthogonal coordinate transformations.
For example, we have discussed the group C3 which leaves the ammonia molecule in-
variant. This is a finite subgroup which has proper rotations E, C3, and C 3 and im-
proper rotations T and o3 From this we are able to say that the eigenfunctions
of the ammonia molecule must transform irreducibly under the group C3v of spatial
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electronic coordinate transformations. As far as these proper-and improper rotations
are concerned the eigenfunctions must transform as either one of the one-dimensional
representations or as the two-dimensional representation.

We shall not go into a discussion of the groups which leave various molecules
invariant since these are in general rather simple groups the character tables and ir-
reducible representations of which can be found in many texts. We shall, instead go
on to discuss crystals which are in general invariant under translations as well as ro-
tations. We shall, from this, gain a familiarity with certain groups of importance in
molecular physics as a by-product. Before doing this it will be to our advantage to in-
troduce some convenient notation.

We shall be dealing with coordinate transformations of the form (5-2). Let us
denote the operator corresponding to this coordinate transformation as

{R l't’} (5-16)

This operator corresponds to the coordinate transformation X' = Rx + . This conven-
ient notation is due to F. Seitz. In order to become familiar with this notation, let us
see how we multiply two operators. This corresponds to two successive coordinate
transformations. Let us first apply the transformation

X' = Rx+7T
and then the coordinate transformation
i =STr s T (5-17)

By direct substitution we see at once that

x" = S(Rx+D)+ 1"
{5-18)
x" = SRx+ ST+

ST+ is, of course, again a translation. We have, therefore, as our basic rule for
the product of two operators of the type (5-16)

{s|'t"} {R l’t’} = {snl't" + s't’} (5-19)

Let us now find the inverse of the operator {R It‘} We can see from our rule for ma-
trix multiplication that the inverse is given by
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{Rl't’}'l = {R"I-R'lT} (5-20)

The existence of R-l follows at once from the fact that R is a real orthogonal matrix.
From its definition the operator {Rl—t”} can be interpreted in the following way. We
first apply the proper or improper rotation R and then translate through a vector dis-
tance t. A pure translation will be EI?} where E corresponds to the identity real
orthogonal matrix. A pure rotation (proper or improper) would be 4R | 0} . The opera-
tor which corresponds to leaving the coordinate system completely unchanged is the
operator {E| 0} . In the future we shall modify our notation somewhat to correspond to
the notation prevalent in this field and denote the unitary operators corresponding to
real orthogonal coordinate transformations by a small Greek letter a, B, etc. (the iden-
tity will be denoted by €). The translations will be denoted by the letters a, b, ¢, d,
etc.

We shall now show, using our convenient notation, that the collection of all co-
ordinate transformations of the type X'= RX + 7 forms a group where R is a real or-
thogonal matrix. Thus, if we have the operators nl-t’ and B|?' the product also
corresponds to a coordinate transformation of the type (5-2). The existence of an in-
verse we have already demonstrated and the associative law follows at once from the
definition of these operators. The identity is the operator {s| 0}. The fact that the
collection of operators e|t} (pure translations) forms an invariant subgroup can also

be shown easily. These operators form a group since

{ert’} {e|'t’~} - {er{m} (5-21)

That the operators form an invariant subgroup of the operators {n[?} can be shown
from the fact that

{a'1| ~at ‘t’} {4?-} {nrt'}

{[n-lll-ail_t’-r a-lt'} {alt} (5-22)
ela” 1!

The last operator in (5-22) being again a pure translation. Thus, we see that the col-

|}

lection of all possible pure translations forms an invariant subgroup of the collection
of all real orthogonal coordinate transformations followed by translations.

The Hamiltonian (3-47) of Chapter III is invariant under all operators of the
type ul T| where a corresponds to a real orthogonal coordinate transformation and T
is a translation. The Hamiltonian (3-48) of Chapter III with the nuclei held fixed is
generally invariant under some subgroup of the group of all operators {ql?}. If we
consider operations only on the electronic spatial coordinates when considering the
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Hamiltonian (3-48) of Chapter III, the Hamiltonian will be sent into itself by operators
al-t. which send identical nuclei into one another. Thus, it would only be for an infinite
solid that we would be allowed to make any translation at all which would send the nu-
clei into one another. It is these infinite solids which we shall now discuss.

The fundamental fact about a periodic solid is that it can be subdivided into
finite unit cells. The entire solid can then be thought of as being made up of these unit
cells. The properties of all the cells that go into making up the crystal are identical
and they can be brought into one another by translations called primitive translations.
It is convenient to make these unit cells as small as possible without altering the fact
that the entire solid can be generated by just translating through primitive translations
one of these unit cells. We can guarantee these assertions by demanding that the solid
be invariant under translations

5 (5-23)

where n,, n,, and n, are integers and ?1, -{2' and -t’3 are three basic translations such

that all primitive translations ﬁn can be written in the form (5-23). f;,

be written in terms of their components along the X X, and X3 axes.

T daT.
2» and t; can

t t t

11 21 31

- - -

el b ot e s ty = t5; . (5-24)
3 t23 ti3

These three vectors are linearly independent. In terms of our notation, the solid is
invariant under {tlﬁn} where ﬁn is a primitive translation. In addition, the solid
may be invariant under additional operators al-a. where a corresponds to a real
orthogonal coordinate transformation and a is a translation (not necessarily a primi-
tive translation). We can see that the collection of a's must form a group. In addition,
it is clear that the collection of all primitive translations must form an invariant sub-
group of the entire group which leaves the solid invariant. Thus, we see that if ﬁn is
a primitive translation then, since

{ali’} {: I'R’n} {a-ll-n-l 5’} = {elnﬁn} (5-25)

°§n is also a primitive translation. The collection of all points generated by the vec-
tors -R'n is called the lattice. We shall be concerned with the study of groups which
leave a periodic solid invariant and which have as an invariant subgroup a group of
primitive translations. Such groups are called space groups. One interesting property
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of space groups is that there are only a finite number of them. We shall start by be-~
coming familiar with the space groups in one and two dimensions for which we can do
a careful job of enumerating all the possible space groups. This will illustrate all the
fundamental points concerning three-dimensional space groups and we shall not do a
complete job of enumerating all the possible three-dimensional space groups.

2. One-Dimensional Space Groups

In one dimension, the basic primitive translation we shall take to be t which
corresponds to the coordinate transformation

x' = x+t (5-26)

The lattice then consists of the points x, = nt where n is a positive or negative integer.
We wish to find all possible groups of operators of the form {a\ ap which contain {elnt}
as an invariant subgroup where a is a real orthogonal coordinate transformation. If

a corresponds to a real orthogonal matrix of dimension one, it must correspond to
either the matrix ¢ = (1) or the matrix i = (-1). The matrix (-1) corresponds to the co-

ordinate transformation
x' = ix = -x (5-27)

The first possibility is that our one-dimensional chain is only invariant under
pure translation operators and no other operator of the form ala is permitted. A
figure which has this property is illustrated in Fig. 5-1. The arrows can be considered
to be attached to the lattice points and the arrows

< < €— < themselves indicate the symmetry.
Fig. 5-1 The second possibility is that the linear
chain may, in addition, be invariant under an operator of the form {i| a}. If this is
the case it is invariant under all operators {ila + nt} = clnt} {i|a}. It is possible
that a may not be a primitive translation. We shall now show that if this is the case
then a coordinate system can be chosen such that a = 0. The transformation correspond-

ing to {ila} is

x'=ix+a=-x+a (5-28)

Let us now go to a new coordinate system defined by

XxX=y+q
(5-29)

x'= y'+ q
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In this case the relation between y and y' becomes

y'tq=ily+q +a
y'=-y-q-qta (5-30)
y'=-y-2q+a

Thus, if we choose our coordinate system y such that q = a/2 we find that in this co-
ordinate system {1] a} goes over into {1[ 0} . In
<« > 2 > this way, we see that the only other group con-
Fig. 5-2 sists of the operators {i|nt} in addition to the
operator {elnt} . This symmetry is illustrated in Fig. 5-2
This exhausts the one-dimensional space groups. We see that there are only
two space groups in one dimension and that for both of them the only translational
parts of the operators involved which appear are the primitive translations. We saw
that one useful trick that we could employ was to perform a coordinate transformation
so as to make the translation a equal to zero. This is a device which we shall employ
to great advantage in our study of two-dimensional space groups. These two-dimen-
sional space groups are much more interesting and we shall proceed with them in the
next section.

3. Two-Dimensional Space Groups

In two dimensions we have a plane figure invariant under a space group which
has as an invariant subgroup a group of primitive translations of the form

Rn = nlt1 + nz’t2
t t
T = 11 T, =% (5-31)
t t
12 22

In addition to the primitive translations {elﬁ n}' it may be that our space group con-
tains other operators of the form {o.l a} . The part, a, of this operator must corres-
pond to a real orthogonal coordinate transformation in two dimensions. Let us first
see what restrictions we must put on the real orthogonal two-dimensional matrices
corresponding to the operators a. First, we shall see what form real orthogonal two-
dimensional matrices R can have.

A real orthogonal two-dimensional matrix R can be diagonalized by a unitary
transformation U . The diagonal elements of the diagonalized matrix are the roots of
the equation

det(R-21) =0 (5-32)
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If they are complex, the two roots must be complex conjugates of one another. In this
case

el® 0
UTRU = (5-33)
0 el
By applying the transformation

IVZ il/2
V= (5-34)
V2 -i//Z
we can find the transformation JV such that

cos ¢ -sin¢

viutRuV = (5-35) -

sin ¢ cos ¢

It is not difficult to show that UV is real and orthogonal and at the same time show that
its determinant may be made + 1. Thus, one possibility is that R corresponds to a
clockwise coordinate rotation through an angle ¢. In this case det R = +1 and R can
be written in the form (5-35). This is a two-dimensional proper rotation. The only
other possibility not covered by (5-35) is that the roots of (5-32) are real. The only
possibility in the case of real roots not covered by (5-35) is the case that if R is di-

agonalized it has the form
-1 0
(5-36)
0 1

In this case, det R = ~1. These we shall refer to as two-dimensional improper ro-
tations. Any improper rotation can by a real orthogonal coordinate transformation
with determinant + 1 be put in the form (5-36). In this way we see that every real or-
thogonal coordinate transformation can be put in either the form (5-35) or (5-36) by a
real orthogonal coordinate transformation with determinant + 1. Thus, by a suitable
proper rotation every improper rotation can be put in the form (5-36). We see that
this corresponds to the transformation

x.'= -x
(5-37)

X2

This is just a reflection through the X, axis. If we perform a rotation of our coordinate
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system through ¢, the matrix representing a rotation through an angle ¢ just goes into
itself. Thus

cos ¢' sin ¢' (cos ¢ -sin ¢> (cos $' -sin ¢'> <cos $ -sin¢
= ) (5-38)

-sin ¢' cos ¢!/ \sin¢ cos ¢ sin ¢' cos ¢’ sin¢ cos ¢

This is just a reflection of the fact that all rotations in a plane commute.

In analogy to the first section of this chapter, we can see that in two dimen-
sions the proper rotations form a group and that in any Iinite subgroup of the full group
of real orthogonal coordinate transformations in two dimensions there must be either
no improper rotations or as many proper as improper rotations. In this way we have
learned something of the two-dimensional real orthogonal matrices. They correspond
either to a rotation or a reflection through some line. This is not much of a restric-
tion on the group of a's which can appear in o,l al . We shall now show that there are
only a finite number of groups of a's which are possible in the group of all operators
{a| a} which have as an invariant subgroup a group of primitive translations.

We find that there are restrictions on the possible proper rotations that leave
a translation group invariant. Proper rotations in two dimensions are of the form

cos¢ ~sin ¢

a - (5-39)
siné cos ¢

Without changing the form of these proper rotations we can choose a rotated coordinate

system so that the smaller, Tl’ of the primitive translations -t’l and ?2 has the form

t
"1 = ( “) (5-40)
0

A rotation a must (as we have seen) send this into another primitive translation n?l

- cos ¢ -sin ¢\ [t t., cos ¢
o tl = ( 11 - 11 (5-41)
sin¢ cos ¢ 0 t11 sin ¢
- - : s I3 - - . . s
If tl and atl are primitive translations then t1 - utl must also be a primitive transla-

t -
ot -T = (“‘°°s"’ ”) (5-42)

'c11 sin ¢

-+
|

tion

The square of the length of this vector is al:t?1 sinz(¢/2). Since t|, is the shortest
primitive translation we have
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a#t? | sin’(e/2) > t2) (5-43)

This means
/3 < ¢ < 5t/30or¢ =0

¢ = 0 is permitted since in this case a?l - ?1 = 0. -t’l must also be shorter than

t“(cos ¢+ 1)

- -
at) + ¢ = (5-44)
t.,, sin ¢
11
This means that
2 2 2
4t], cos (¢/2) 2t|, - 2n/3 < ¢ < 2nf3or¢ =W - (5-45)

In addition if a is an allowed rotation o,-l is also an allowed rotation and a_l?l is a

primitive translation

o.-l't. B} cos ¢ sin ¢ t11 ) tll cos ¢

1 -sin¢ cos ¢ 0 -t sin ¢ (5-46)

Therefore u'lTl + a.?l must be a primitive translation with length greater than -{1

N - 2t., cos ¢
a 1T 4%, = 1 (5-47)
1 1
0
This yields
2 2 2

4] cos” ¢ >t - w3 < &g w3 2n/3 $og 4n/3 or ¢ = w2, 3nf2 (5-48)

The restrictions (5-43), (5-45) and (5-48) leave as the only possibilities proper rota-

tions through angles

¢ =0, 11/3, 21:/3, 41r/3, 51:/3, w/Z, m, 31r/2

We shall denote the operators corresponding to these by ¢, Cg, C3 = Cbz, C3z, C65'

Cy C42 =C,, C43 respectively. All of these rotations cannot occur at once in a
group of rotations. The possible groups of proper rotations which we can construct

from these rotations are
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Group Elements

E €

C2 €, CZ

c e, Cp. C,=C,% c,° (5-49)

4 N 4’ 4

C3 g, C3, C3
- 2 3 2 4 5

C6 €, C6, C3 ‘C6 s CZC6 N C3 =Cé s C6

We notice that all of these groups are cyclic.

We have now obtained five groups of proper rotations. We know that a sub-
group of the entire group of all real orthogonal two-dimensional matrices must either
contain no improper rotations (we have enumerated the five possible groups of this
type) or as many proper as improper rotations. The remaining groups of real orthog-
onal two-dimensional matrices which leave a two-dimensional lattice invariant can be
obtained by multiplying all of the elements in each of the groups in (5-49) by a reflection

¢ which we can choose in the form

which, in addition to the groups already enumerated, gives five new groups which are

Group Elements
o £ o
Cav & Cpr 0 oGy
3 3
C4V €, C41 Cz, C4 y O CTC4, O’CZ, 0’C4 B (5-50)
2 2
Csv & C3 C37h 0y 0Cy, 0Cy
2 5
C6V €, va C3p Cz: C3 ’ Cb y Oy U’C6. U’C3, O'C 2 0’C3 ’ 0’C6

These groups can be visualized by the figures which they leave invariant. These are
illustrated in Fig. 5-3.

We have now seen that there are only ten possible groups of real orthogonal
coordinate transformations in two dimensions which would leave a two-dimensional
lattice invariant. Thus, in space groups of two dimensions with operators of the form

al a t in order to have a group of primitive translations as an invariant subgroup the
collection of a's in these operators for a given space group must form one of the ten
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< <>
CZv

N O

C3v C6
Fig. 5-3

v

possible groups given in (5-49) and (5-50). The group of a's corresponding to a given
space group is called the point group and in two dimensions there are only ten possible
point groups.

We shall now go back and show that not all possible groups of primitive trans-
lations (5-31) are left invariant by a space group having a given point group. We shall
find that restrictions are put on the two primitive translations -t’l and -{2 depending on
which point group the entire space group corresponds to. The fundamental fact we shall
use is that if ﬁn is a primitive translation aﬁn must also be a primitive translation.
Here a corresponds to an allowed real orthogonal coordinate transformation in two
dimensions. We shall proceed through the ten point groups in two dimensions showing
1 and ?2'
ez Clearly the point group consisting of only the identity puts no restrictions

for each what restrictions are put on the basic primitive translations T

on the translation group. We can therefore take as our translation group a group
which we call T'; (see Fig. 5-4).
T..
1 t t
- - 11 - 21 - - -
{e|Rn} t) = ( t, = R_=n,t +n,t (5-51)

2 ta2

Here Tl and -t’z need only be linearly independent.
CZ: C2 corresponds to a matrix

and sends every primitive translation into its negative. From the definition of primi-
tive translations, the negative of a primitive translation is also a primitive transla-
tion. No restriction is put on the translation group by C, and therefore I‘1 is the gen-
eral type of translation group left invariant by the space groups which have C2 as a
point group.

ot In this case, let us choose our coovrdinate system so that the operator o

corresponds to the matrix
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: ()

i Let us assume that the shortest primitive translation in this coordinate system is

e 2

There are two possible cases either tlZ is zero or it is not. If it is not then

? - -

o+
[]
1}

o+

-t

s

i ok it e = T

12

is also a primitive translation of the same length and we obtain in this way a group of
translations I, (Fig. (5-5)

1"2:
t t
- - 11 - i1 > _ - -
| {can} t) = t t, = o R =nt +n,t (5-52)
H 12 12
; In the event t12 is zero, we have
- tll
tl =
0

Let us denote the other basic primitive translation by

- t2)

t,

-

| sible in the form nlt1 + nth'
t t 2t t t
T e o= (2t oy (T ), (22
2 z t t 0 N\ o 2\t
22 “r22 22

We see at once that n, = 0. If n = 0, our two basic primitive translations are

Let us denote this group by I';. (See Fig. 5-6)
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I‘3:
- tll - 0 ﬁ - -
{c|R’n} t) = . t, = ) o = oty 4t (5-53)
22
1f n, = 1 we have as our basic primitive translations
1
7T = tll T o= Etll
L7 \o 2 t
‘ 21
but in this case
! t
- 211
. ot, =
i‘ “t21
I ( and -t.z would serve equally well as basic primitive translations since -{2 - u'-t'z = Tl‘
/i y This is just the same as I"2 therefore we have nothing new. For n; > 2 we get nothing
f new since by subtracting ?1 from ?2 we can always get a shorter vector than ?2 con-
oo

trary to the hypothesis.

b C
i 2v
t restrictions so that 1"2 and I‘3 are also left invariant by CZv'

¢+ Supplementing the group o with CZ to form the group CZv adds no new

: C4: We can always rotate our coordinate system for this group of coordinate

transformations in such a way that

+ tl =
i 0

without changing the form of the coordinate transformations in C4 since they are all

proper rotations. In this case

. h . 0 -1\ ft, 0
, C4t1 = =
1 0 0 t)).

|

t
1, ] {cligl} t = . T, = t B =n7t +n,t (5-54)

(See Fig. 5-7)

C 4yt Adding the additional operator ¢ and its products will clearly add noth-
ing new to C4 since the lattice is already invariant under the four reflections in the
group C 4v provided one of them is chosen to be a reflection through one of the coordin-
ate axes. Therefore ryis left invariant by the group C4v‘

C3: We can again choose our coordinate system such that
- tl 1
t = .
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In this case - C3Z?l is an independent vector of equal length

o7 - -1/2 w32\ [t i /2t

31 W32 -1)2 0 V32t

The vectors ?l and ?2 are then inclined at an angle of 60° and we arrive at the group
Ty (see Fig. 5-8).

T
2

1"5:

C3v' C6' C6v: We see at once from the symmetry of the lattice that it is in-
variant under the operations of C¢y Provided the X or x, axis is a line of reflection
symmetry. This can most easily be seen by putting in the dotted primitive translations
in Fig. 5-8. We see from this that the entire lattice can be generated by a set of hexa-
gons and hence the entire lattice has hexagonal symmetry (C6v). Thus, C6v causes no
new restrictions to be put on I‘5. Hence I‘5 is invariant under C3, C3v’ C6’ C6v' In
this way, we can construct a table of the point groups and the most general type of lat-
tice they keep invariant.

Point Group Lattice Point Group Lattice
€ r Cyqv Ty
C. T Cs Ts
o r,r, C,, r,
Cav Ty Ty Ce Ty
Cy Ty Cov Ts

We can now proceed with the actual enumeration of the space groups in two
dimensions. These groups will consist of operators of the form {a| al where a is
the rotational part of the operator (proper or improper) and a is the translational part
of the operator. Let us first note that there is a restriction placed on the vectors a
which appear with any rotational operator a. Suppose that {a| a} and {nlf;} were two
operators of the space group having the same rotational part. Since we have a group

-1
|

of the inverse of aIB. namely {a -a-l B.} is also a member of the group. There-

fore we have that {u|a} {a'l | -a.-l 5’} is a member of the group. This yields

{a|a’} {a"l-a‘l'ﬁ} = {4;- B’} (5-57)
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From this we conclude that a - b is a primitive translation. Thus, the translational
parts of operators which have the same rotational part are expressible in the form
a+ ﬁn' We can thus associate a with the rotational part a. We might choose to asso-
ciate with a the shortest translation which appears with a as a translational part. We
can see, therefore, that there are two possibilities. We can either associate with a a
zero translation or some non-primitive translation.

From this discussion, we are able to see one way in which we can form space

groups from the point groups and the lattices that they leave invariant. We could asso-

ciate with every rotational operator the zero translation and then take all possible
products of these operators with the pure translations. In our notation, we take all
! ‘ possible products of {u| 0} for all a in the point group and the pure translations

N %

by a change of coordinates, to go to a coordinate system where we could associate with

We noticed in the case of one-dimensional space groups that it was possible,

a given rotational operator a zero translation. Let us see how this works out in gen-
eral. We recall that an operator {a.l—t.} corresponds to the coordinate transformation

Xx'=Rx +% (5-58)

where R is the matrix corresponding to a. Suppose we now go to a new coordinate sys-

tem ; and see what the operator {al? becomes in this new coordinate system. Let

the new coordinate system be defined in terms of the old by the equation

- - -
x =8y +q
: - - - (5-59)
: x'= Syl +q
, Here S is a real orthogonal matrix. By substitution we find that
x) r S-D' - R S-; - -
| y tq-= ytaqft+t
‘ (5-60)
- -1 -1 - -
7' = s'RsY + 87[T -3 + R{]
Thus, in the new coordinate system the translational part of the operator { nl-t’} is
S°l T- ; + Ra . We can always associate with a a zero translation if we can find
a El’ such that
T-9g+Rq =& (5-61)

n

We can, under certain circumstances, determine a in such a way that this relation is
satisfied. In order to find a q satisfying (5-61), we must solve a set of simultaneous
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linear inhomogeneous equations for the components of -q. These equations will, in
general, have a solution provided that det(R -1 ) # 0. Let us see, in two dimensions,
under what conditions this relation is satisfied.

We consider first the proper rotations in two dimensions. In this case, R can
be expressed in the form (5-35) and we can evaluate det (R - 1)

cos¢-1 -sing¢ 2
det(R-1) = = 4 sin“(¢/2) (5-62)
sin ¢ cos ¢~1

The only condition under which this vanishes is for the identity rotation ¢ = 0 or 2.

We see at once that it is possible in two dimensions to change our coordinate system by
a pure translation (-f so that we can associate with any rotation the zero translation.

We notice that all the point groups in two dimensions (5-49) and (5-50) either have a
cyclic subgroup of two-dimensional proper rotations or consist entirely of a cyclic
group of proper rotations. If we choose our coordinate system so that we can associate
with the smallest non zero proper rotation a zero translation, then it is clear that all
powers of this proper rotation will have associated with them a zero translation. Hence
it is possible in two dimensions to always choose a coordinate system such that the
proper rotations have zero translations associated with them.

We can now go down the list of point groups in (5-56) and find which space
groups can be associated with each point group. We shall do this in the order of point
groups listed in (5-56) and shall give for each space group the elements whose products
can generate the space group.

¢: This is a group of pure translations with no restrictions on the primitive
translations. The group is given by {c| ﬁn} where ﬁn is from the translation group
1‘1, the most general translation group. In Fig. 5-9, we have illustrated this group.
We have attached to each lattice site in roa figure with no special symmetry.

C,: 1"l is again the lattice which is left invariant by the point group C,. We
might suppose that we could associate a non primitive translation with the operation
CZ’ We have seen from the discussion in the previous paragraphs that this is not the
case since by a coordinate translation we can always eliminate a non primitive trans-
lation associated with the operation C 2 We saw that for all point groups consisting of
nothing but proper rotation operators we could associate zero translations with the ro-
tation operators. In Fig. 5-10 we have illustrated the space group generated by

{Czlo and {"-R,n} where -R’n is taken from 1"1.

o Let us consider first the case where we associate with the point group ¢
the lattice I',. It may be that we can associate with the operation ¢ a non primitive
translation v. If this is the case, the operator {o-l v } is a member of the group as is
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Fig. 5-9 Fig. 5-10

its square

(15} {15} = {elo7+ 7}

11

V12

(5-63)

-
v =

This means that ¢v + v must be a primitive translation. Looking back at the definition
of I‘Z we see that

q
<
+
<
n
TN
CE)
)
=
< <
—
—
-+
<
—
—
"
v
o .©
—

(5-64)

n
8
+
o]

From this we see, at once, that m = n and that V) =m t“. Thus, the most general

form of our non primitive translation is

m'cll

-
vV =

Vi2

Since we can subtract primitive translations from this non primitive translation and
since

2t

11 _r -

0 1 2
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Let us now see if we can eliminate this non primitive translation by a translation of
our coordinate system. In order to do this, we must find a vector E{ (see Eq. (5-61) ’
such that ‘
Teoa-a =K, (5-65) '5
T !M
it
In particular, take i
t |
o 11 ’
i:tn =t = ¢
12
Then (5-65) becomes
|
), () () | (™
V12 a2 “q2 t2 !
3 3
3 3 3 Thus, a coordinate translation with a3 arbitrary and
3 3 2q, = t)5 - vy will allow us to associate with ¢
3 3 3  a zero translation. Thus, we get a point group gen- l
3 3 erated by {o-l 0} and {e|§n} where ﬁn comes from 5
3 3 3 r,. This group is illustrated in Fig. 5-11.
3 3 3 3 The next possibility is to associate with
3 3 3 the point group ¢ the translation group I‘3 (5-53).
3 3 In this case, if we associate with ¢ a translation V,
the equation (5-65), as a condition on v, becomes '
Fig. 5-11
2v t 0
( “) = m(“) +n (5-66)
0 0 tZZ
n=90
. m
Vin =7t
Once again, we can subtract primitive translations from Vv and need only consider the
cases m = 0, 1. Thus, the most general non primitive translation which we can associ-
ate with ¢ is of the form
|
=t
v = 2 11 m=0,1
Y12 1
We must now see if we can eliminate this non primitive translation associated with ¢. "
‘ L 4
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If we perform a coordinate translation through c-f, v goes into Eq.. (5-66) v - 'c'f + aEf.
If we can make this into a primitive translation, then we can associate with ¢ the zero

translation

- -
vVv-qteq = - +

m
- _ [z ) q11> (5-67)
V12 2 “912

We can, therefore, by setting Vip = quz make the second component of the non primi-
tive translation vanish. The first component will only be a primitive translation in the
casem = 0. Thus, we get two new space groups associated with the point group ¢ and
the translation group I'3. The first (m = 0) is generated by {crl 0} and elﬁn} where
ﬁn belongs to rs. This is illustrated in Fig. 5-12. The second is generated by 0'[\-/’}

v (tl 1)
v =
0

This group is illustrated in Fig. 5-13.

where

and {c]ﬁn} where ﬁn belongs to T

333333. o— o o~ o— o—

3 3 3 3 3 o— o— o0— o— o—

3 3 3 3 3 o— o— o0— o0— o—

3 3 3 3 3 o— 0— o0— o— o—
Fig. 5-12 Fig. 5-13

C 2vt The operations of the point group are
-1 0 1 o)
C, - [ i
2 0o -1 0o -1
-1 0 (: 0
a! - € -
0 1 1

We can, at once, shift our coordinate system so that C 2 has associated with it a zero

(5-68)
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translation. If we associate with ¢ the non primitive translation \7, then since
{
v

wl\T {Czl or = cr'|\7} we can also associate with ¢' the non primitive translation
. One condition on V is that

{oIV} {o-l\-;} = {e|c5’+ \T} VTV = primitive translation (5-69)

Since the group contains the operator {CZIO} » which is the inversion in two dimen-

. -+ . s . . - . .
sions, {crl - v} is also an allowed operation. Thus, another condition on v is given by

{cl-v*} {«|v* = {c|av* -3

Let us first consider the point group CZv associated with the lattice I',. In this case

2
conditions (5-69) and (5-70) become
t t
- m( ll) + n( 11)
ti2 e

2v
o';’.'!-;l.: 11
0

- = 0 t11 tll
eV -V = P + q
2vy, 12 iz

We see that m =n, p = q, and Vi1 = mt“; Vi = ptlZ' The most general non primi-
tive translation we need consider is

. (mt“)
Pt12
We can try to translate our coordinate system to make this non primitive translation
associated with ¢ a pi‘imitive one. In doing so, we must be careful to remember that
we have already translated our coordinate system so as to associate with C , @ zero
translation. It may be possible to find a translation of our coordinate system which
does not distrub the fact that C 2 has associated with it the zero translation. In order

to associate with ¢, a primitive translation by shifting the origin of coordinates through
g we must satisfy the condition (5-61)

oV - V = primitive translation (5-70)

- - - eas .
v - q + oq = primitive translation

mt q q mt 0
( “) - ( “) + ( “) = ( “) + ( )a primitive translation (5-71)
Pty ., v9)2 Pt -2q5,/ .
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- s > If we let the primitive translation in (5-71) be
|
‘ - > <> th
; ‘ m
‘ «> «> <> t),
> >
then we can solve this relation with q, = [(p -m)/Z]
«> <> <>
t),- We notice that we still are free to choose q
> «> 11
so that C, still has primitive translations associated
> <> «— T2
with it. The new translations associated with C
<«> «— . 2
is (from Eq. (5-60))
; Fig. 5-14
§ . - -- - qu 1
! Ca-q=-2q =
/ ; (m - p) tlZ
MK L If we let Zq11 = (m - p) 'c11 we still have a primitive translation associated with CZ'
The group we obtain in this way is the group generated by Cz | 0}; {a-| 0} and {c'ﬁn}
- where ﬁn is taken from T',. There are no non primitive translations in this group and
o the group is illustrated in Fig. 5-14.
1 The next possibility is to associate with the point group C 2v the translation
* group 1‘3. We again choose a coordinate system such that CZ has a zero translation
associated with it. We assume that ¢ has the non primitive translation Vv associated

3 with it. The conditions on vV are (Egs. (5-69) and (5-70)) given below for the transla-

tion group ' 3
t 0
0 t22
t 0
11
0 tZZ

We see from these relations that p =n = 0 and V must have the form

qQ
<4
-+
<4
n
o
[y
o <
—t
~r1=
"

(5-72)

q
<
1
<
n
[\¥)
< =)
|
[ )
S——
1]

St

- 2 11
v =

3ty

By subtracting primitive translations from v we can see that the only cases we need
consider are the cases m=q=0; m=1, q=0andm =1, q=1.

In the case of the point group C 2v associated with the translation group 1‘2
we were able to make all non primitive translations associated with ¢ primitive trans-
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lations by shifting our origin of coordinates without affecting the fact that C 2 has as-
sociated with it primitive translations. In the case of the translation group I‘3, it
turns out to be impossible to do this. We arrive, therefore, at three new space groups.
The first (m = q = 0) is generated by {czlo} : {o‘l o}; {e| R’n} with H_ belonging to T,
This is illustrated in Fig. 5-14. The seco?d is generated by {CZI 0} a'l_‘;_l_}:
{:]h’n} with K belonging to T, gnd ¥, = ( !}, This is illustrated in Fig. 5-15, The
third is generated by ?CZI 0}; {cltl ;tz}:{el %n} with ﬁn belonging to I', .emd-t.2 ={,
This is illustrated in Fig. 5-16. z
«—> «> L d «> - — <> <~
«—> <« «—> > - “~— - e
> > o &> — s e
> > S -— “— -— «—
Fig. 5-14 Fig. 5-15
ya
R A E T
“— - a— “—, <~ Ly
> e > N N
4 4 4 4
7 7
p— ‘y “— Ly - N N
Z I‘ Z Z Z |:
7 N4
Ly — ey ~—y “— N
4 4 4 F
. 7
“— — e “ N
Fig. 5-16 Fig. 5-17
Cyt This is a group with which we must associate the lattice 1‘4. As we
have seen, because this is a cyclic group consisting of proper rotations, we can al-
ways choose the coordinate system in such a way that there are no non primitive trans-
lations in the space group. We have a new space group illustrated in Fig. 5-17 and
generated by {C4| O}; {clﬁ} with ﬁn belonging to I',.
-151-
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C4v: For this group the operators in addition to ¢ and ¢' are the rotations of
the group C, and the reflections

(0 1) ( 0 - )
o, ot -
d \1 o d 10

If we choose our coordinate system such that the operator C4 has associated with it a
zero translation, then o, o', cd' and o4 all have associated with them a translation v

: . . . [ - .
which may be non primitive. Two conditions on v are, in analogy to our work on the

() ()

group ¢ and CZV

«

q
<
+
<4
n
[\¥]
o <
—
~S—
1]

clv+v = =p + q
Zvl 1 0 t 11
From these two conditions, we see that V must have the form
m
7'
q
2
In addition, the condition (5-74) must be satisfied.
n1+qt
’d;; +V = Z g, primitive translation (5-74)
n1+qt
2 11

both odd. If they are both even, Visa primitive translation.
and {clﬁn} where Rn is a primitive translation of Ty This

odd, then we can, by subtacting off primitive translations from
V, put V in the form

- t/2
v

tll/z
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In order for this to be true, m and q must either both be even or
In this case we have a space group generated by {C4| 0} ' {o-l 0},

D group is illustrated in Fig. 5-18. In the event m and q are both
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In this case, there is no way of shifting the origin of coordinates which will eliminate
the non primitive v and preserve the fact that C4 has nothing but primitive transla-
tions associated with it. This space group is ?tenerated by 0 C4| 0} , {¢| 1 ;tz},

-

and {clf-t'n} where ﬁn belongs to Ty and -t.l = » 4y = e ) This group is illus-
trated in Fig. 5-19. 11
C3: With this point group, we must associate the lattice 1"5. The real or-

thogonal coordinate transformation corresponding to C 3 is

c, ~ (5-74)

-1/2 -./3/2
V3/2 -1/2
Since the group is generated by powers of this proper rotation we can adjust the origin
of our coordinate system so that with all the operators in the group we can associate

a zero translatior.. We thus have a new space group generated by C3 [ 0} and {cl ﬁn}

Here ﬁn is a primitive translation from 1"5. This group is illustrated in Fig. 5-20.

TR TR TR T P SIL SEPSIL SEp S S
N N

& 4 4 & @
G & &4 s T PP rr
PRI SIS S SIS S

RN PR O O N O T

Fig. 5-19 Fig. 5-20

C3v: This point group leaves the lattice 1"5 invariant. In the case of this
point group, a new situation arises. If we choose our coordinate system so that one
of the reflections, ¢, to have the form

1 0
v - ( ) (5-75)
0 -1

there are two possible ways we can orient the lattice I‘s (see Fig. 5-8). The one has

primitive translations
. (tll) s . 12t
1 0 2\t
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and the other has primitive translations

V3j2 1), . NETETR

17 ' 2

/2t -1/2t,
In the first case, one of the basic primitive translations lies along the 3 axis and the
other at 60° with respect to the x, axis. In the second case, the two primitive trans-

1

lations lie at 30° above and below the X, axis. The situation does not arise for any

other of our point groups in two dimensions. We must examine these two possibilities.
Let us consider the first of these two possibilities. First, consider the case

. (t“) . 1/zt“)
1 - 2 - :
0 V32t

We may by translation choose our coordinate system so that C3 has associated with it

where

a zero translation. If we associate with ¢ a translation ¥V then we can associate with
the reflections ¢' = o-C3 and ¢'" = o-C32' the same translation. In analogy to our pre-

3 v -
vious work, we can see that we have as a condition on v

2v t 1/2 t
oV + Vv = ( 11) =n(11) +q 1 (5-76)
0 0 V3/2t)
From this we see that q = 0 and that v, = (n/Z)t“. We can by subtracting -t’z from v

- "
over and over again reduce v to a form where Vi1 = 0. We also have the condition on

; that

/2t

- - tll
c'v+v =p + m (5-77)
0 V32t

In component form

-1/2 -/3/2\ [o . 0 -S32 vy, t \ /2t
= =p m
-3/ 1/2 v v 32 v, 0 V32t

(5-78)

where

-1/2 -J/3/2 1 o\ [-172 -J/3]2
3 /3 12 o -y \V/3/2 -1/2
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From (5-78) we see that Via = (m/ﬁ)t“. Thus from (5-76) and (5-77) we conclude
that

0
-
ﬂtll
We must now see if we can shift our origin in such a way that we can associate with ¢
a primitive translation, and still associate with C3 primitive translations. In order
to find a translation of origin through a distance ; which associates with ¢ a primitive
translation we must make v - Ef +oq equal to a primitive translation. (See Eq. (5-60)

In component form

0

- (—1.+ cr(—f = - + (5‘79)
m

At 9 wip

Thus, if we choose a), = we associate with ¢ primitive translations. Let us

_Im
/3 11

see what translation this shift of coordinates associates with C3. Originally we had a

zero translation associated with C3. In the new coordinate system, the corresponding

translation associated with C3 will be

47\ -1z =32 a1

-E{+ 033 = +
m m
—t JS3/2 1/2 =t
Zﬁ 11 Zﬁ 11 (
m 5-80)
3/2a;; -3t
3
v3/2a), -Ypmt)
If we choose q;, =+ (m/Z)t11 then we have
-q +C3q = -m (5-81)
0

Since this is a primitive translation we have still associated with C3 primitive trans-
lations. Thus, we?_see we have a space group whose point group is CSv which is gen-
erated by {C3|0} , {o-| 0} , {elfl’n} where ﬁn is a primitive translation of 1‘5 and

. (9 . /2t )
! 0 2 \Vij2t,
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This space group is illustrated in Fig. 5-21).

We now proceed with the other case where

- 1/2t), N 1/2 ¢,
T, = , t, = .
<ﬁ/2t11) (-ﬁ/z t11>

In this case (5-76) becomes

(5-82)

. <2v11> V32t NEEA
ov + v = =m +n

0 1/2t, -1/2t),

From this we conclude that m = n and that Vi, = (mﬁ/z)tll. Eq. (5-78) becomes

‘N/gyz iz v/§72 tll q ~/§72t11

=p +

(5-83)
3/2 v, /2t -1/2ty,

From which we conclude that

-vi,=(ptat
12 11 (5-84)
V=P -aty,
or

Vi2 =Pty

Thus, we see that vV must have the form

V3/zmty
Pty
We shall not go through the details again, but it is possible again to show that by trans-

4 4 4 4 K < VANNEVANYANRYANYANNRVAN

4 4 4 <« VANNERVANRANVANNNVAN
4 4 4 4 4 < VANNERVANRVANRYANYANNNVAN

4 4 4 K J VANNRVANRRVANRVANRNVAN
< 4 4 9 K« VANNRVANERVANERYANERYANRIVAN

Fig. 5-21 Fig. 5-22
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lation through a vector El’ we can adjust our coordinate system so that both ¢ and C3
have associated with them zero translations. We have, therefore, a new space group
generated by {C3|0} , {(rl 0} , and {:]ﬁn} where ﬁn is a primitive translation from

1"5 and

: V321, - NEEAM

= =
-1/2t),

1/2t),

This group is illustrated in Fig. 5-22.

C6: This point group leaves the lattice Ty invariant and consist of a cyclic
group of proper rotations. We can associate with all the point group operators a zero
translation. This space group is generated by {C6[ 0} and {e]f{ where ﬁn is a
primitive translation from I';. The group is illustrated in Fig. 5-23.

va: In this case the lattice 1‘5 is left invariant. In distinction to the case

of the point group C there is only one way we can orient the lattice with respect to

3v?
the reflection lines. One of the reflection lines must coincide with one of the basic

primitive translations. We can adjust the origin of our coordinate system such that
C6 has associated with it primitive translations. In a completely analogous way to
C;,» We can simultaneously adjust the origin so that ¢ has a zero translation associ-
ated with it. Thus we get one new space group. This group is generated by Cé' 0},
{crl 0}, and {Elﬁn} where ﬁn is a translation of 1"5 and

(1) (e,
KR XXX OO OO0 OO0
K KK KK OO0 0 OO0
KX XXX OO0 O OO0
K K K K K OO0 OO0 O
KX XXX OO0 OO0 0O

Fig. 5-23 Fig. 5-24
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This completes our enumeration of the two-dimensional space groups. We
see that they are 17 in number. Of these all but four (Figs. 5-19, 5-16, 5-15, 5-12)
have primitive translations associated with all the operators in the point group. The
remaining four space groups have reflections in them which always have a translational

part which is non primitive.

4. Three-Dimensional Space Groups

We shall not, in detail, derive the number of space groups in three dimen-
sions by the process of enumeration. The same processes which we carried out in
two dimensions can be carried out in much the same way in three dimensions.

We would first find that we were limited in the number of point groups which
we could have. That is, for groups of operators of the from a|; which have as an
invariant subgroup a group of primitive translations {e| ﬁn}, the rotational parts of
the operators, a, must form a group. This is called the point group. There are only
a limited number of point groups which leave a subgroup of primitive translations in-
variant. There are only 32 possible point groups or as they are sometimes called
crystal classes.

In analogy to our work on the two-dimensional space groups, we could then
in turn find for each of these point groups what restrictions were put on the lattices
(invariant subgroup of primitive translations) which were left invariant by the space
group corresponding to a given point group. In two dimensions, we found that there
were five lattizes. In three dimensions, we would find that there are 14 lattices.
These are called the 14 Bravais lattices and vary from one with no restrictions on the
three basic primitive translations to highly restricted ones like the simple cubic lattice
consisting of three basic primitive translations of equal length which are mutually
perpendicular.

We could then go on and start the process of enumeration of the space groups
in three dimensions. We sould proceed by associating with each operator a a trans-
lational part a knowing that in the space group a will always appear associated with a
or a plus a primitive translation. We would again find that there were restrictions
put on a. We would also find that there were two general types of space groups in
three dimensions. One type has associated with every rotational operator in the group
the zero translation. The other type does not have this property. In all, we would
find a total of 230 space groups in three dimensions.

To sum up our enumeration of space groups we find the following. There
are two space groups in one dimension, 17 space groups in two dimensions, and 230
space groups in three dimensions. There are two point groups in one dimension, ten
in two dimensions and 32 in three dimensions. There is one lattice in one dimension,

five lattices in two dimensions and 14 lattices in three dimensions of various degrees
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of restriction. With the familiarity with space groups we have gained we shall proceed
with the problem of their irreducible representations.

5. Irreducible Representations of Space Groups

In this section, we shall discuss the irreducible representations of space
groups and shall evolve a mode of describing and classifying them. 7This method of
classification makes use of the fact that every space group contains a group of primi-
tive translations as an invariant subgroup. We therefore start with a description of
the irreducible representations of a group of pure translations. This forms the sim-

plest of all space groups.

A. Irreducible Representations of a Group of Primitive Translations

We shall restrict our attention in the general discussion here to three-
dimensional groups of primitive translations, but the generalization to more or fewer
dimensions will be immediately obvious.

Let us consider a group J of primitive translations {slﬁn} . Here ﬁn is
of the form

B =nT +nt, + nt (5-85)

272 3"3

whereTl, ?2, and _t’3 are three linearly independent basic primitive translations. In
order to confine ourselves to finite groups, we shall make this group finite in the

following way. We shall assume that

{el?l}N = {el‘t’z}N = {e|'t’3}N = {elo} (5-86)

This means that the group J is the direct product of three groups (see Chapter III,
Section 3): the group generated by el?l} and its powers, the group {e,.t.z} and its
powers, and the group e|?3 and its powers. It is possible to define the group J
as a direct product of these three groups because the primitive translations all com-
mute hence these three groups commute with each other. We know therefore that the
irreducible representations of the group J will be the direct product of the repre-
sentations of the groups generated by {5|Tl}, {cl?z} and {cl-t’_,’} All we need do is
study the representations of one of these groups.

The representations of the group of {el?l} and its powers is easy to find.
This is an Abelian group and hence has nothing but one-dimensional representations. *

*This is most easily seen from the fact that in an Abelian group every element is in
a class by itself and thus there are as many irreducible representations as
elements. In order for the sum of the squares of the dimensions of the ir-
reducible representations to be equal to the order of the group, every repre-
sentation must be one dimensional.
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Since {cl-t’l}N = {clo} and since {cl 0} must be rperesented by 1 we have that {EITI}

must be represented by

|%
i(z_’l _l)tl
ty N
e
We have in this way N irreducible representations, one for each value of the integer
13} from 0 to N - 1. Multiplying the irreducible representations of the three one-

dimensional translation groups we find that {elﬁn} will be represented by

iK' R
e n (5-86)
- - - - - -
where R =nt + nZtZ_j rbt3 and_l: = kb, + k,b, + kb, In {(5-86), we have de-
fined the three vectors bl’ bZ' and b3 by the relations
t bj = 27 513’ ,j=1,2,3 (5-87)
kl’ kz, and k3 are given by
Pi 5-88
K =g p;=0,1... N-1 (5-88)
i=1,2,3

In this way, we see that the vector K defines the irreducible representation of the
group of pure translations. There is one irreducible representation for each value
of kl’ kZ, and k3; a total of N3 in all. As we let the number N become very large,
we see that the allowed k vectors, in the three-dimensional space spanned by E’P KZ’

and b, will become very dense. In the limit as N goes to infinity there is an irre-

3
ducible representation corresponding to every k vector for which 0g k, < 1; 0g k2 <

1; 0 k3 < 1. These relations define a parallelopiped and we see thatlthere is one
irreducible representation of the group of pure translations for each point within the
parallelopiped as well as one for each point on the surface except for the excluded
surfaces k1 =1, k2 =1, or k3 = 1. We shall call the space defined by the vectors
5’1, 6.2' and 5’3 as l?—space. .

It is clear that any point k outside of the fundamental parallelopiped, which

we have defined in the last paragraph, can be expressed in the form

K=k"+ f{’q (5-89)

where Eq = qls.l + ngl + q35’3. In (5-89), q;» 9y and q, are integers, and K' is
inside of the fundamental parallelopiped or on one of the surfaces kl =0, kz =0, or
k3 = 0. It is clear that these points outside of the fundamental parallelopiped give
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rise to irreducible representations of the group of primitive translations, obut the
representation corresponding to the point K in (5-89) is exactly the same as that cor-
responding to the point K' in the same equation.

We shall call the vectors K_ the lattice vectors of l?-space and it is clear that
as the q's in (5-89) run over all integers we do indeed define a lattice in this l?—space.
We also see that all the irreducible representations of the group of pure translations
correspond to f(’vectors within or on a surface k1 =0, kZ = Q or k3 = 0, the funda-
mental parallelopiped, and that any point outside of the fundamental parallelopiped
gives rise to a representation identical with some point on the inside or on the surfaces
ki=0(i= 1, 2, 3).

We shall not go into the details here but it is also easy to show that other
fundamental volumes beside our fundamental parallelopiped could be defined which
have the property that points on the surface and all points in the interior correspond
to all the irreducible representations of the group of pure translations. One of these
is of particular interest and we shall use it as the volume which defines our irredu-
cible representations of the group of pure translations in all of our later work. This
is called a Brillouin zone and is defined in the following way. Imagine that we erected
all of the planes which are the perpendicular bisectors of the primitive translations
of l-(’-space. These planes, bisecting lines which extend from the origin outward, will
enclose a volume about the origin. It is not difficult to show that the volume enclosed
in this way along with non equivalent points on the surfaces (points corresponding to
different irreducible representations, i.e., not differing by a lattice vector of l?—space)
will house all the irreducible representations of the group of pure translations.

Let us illustrate these remarks on the irreducible representations of groups
of translations by an example taken from the two-dimensional translation groups
which we defined earlier in this chapter in Section 3. Consider the group 1"5 defined
in that section. This was a group whose two basic primitive translations were of
equal length and inclined with respect to each other at an angle of 60°. If we call t
the length of these two translations then they are given by

t - 1/2 ¢
L'\ o 2 \V3/2t
The two basic lattice vectors of -l:-space are given by Eq. (5-87)
an 1 [PV L 4 a1
—_ b, = = (5-91)
3t -1/2 /3t \o

The fundamental parallelopiped is illustrated in Fig. 5-25. The dots represent the

+

-+,
n

-+
1}

(5-90)

-

1
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lattice points in l_c'-space, and the hexagon at the center
is the Brillouin zone constructed by erecting the per-
pendicular bisectors of the vectors from the origin to
the lattice points. For the Brillouin zone, every point

in the interior represents a different representation of

the group 1"5. All the points on the hexagon from 1
. . . through 2 (but not including) 2' represent further dis-
. ) tinct representations of this group of pure translations.
The remaining points on the surface of this Brillouin
Fig. 5-25 zone correspond to representations which are the same
as those we have already included. Thus, the point 2'
corresponds to the same representation of the group of translations as the point 2
since the K vectors of these two points differ by the lattice vector of the reciprocal
space Fl + 5;. All the points on the edge of the hexagon opposite the edge 1 - 2 differ
from the corresponding points on the edge 1 - 2 by the vector 5} + KZ and therefore
yield no new representations of the group 1"5.

In this way, we see how we may, in general, visualize the irreducible rep-
resentations of a group of pure translations by the construction of a l-;-space and the
first Brillcuin zone. The work to follow on the irreducible representation of space
groups will make use of the insight we have gained into the irreducible representa-
tions of groups of pure translaiions and we shall have further discussion of Brillouin

zones in that work.

B. The Nature of the Irreducible Representations of Space Groups

We are now in a position to study the irreducible representations of space
groups. We shall assume that we are given an irreducible representation of a space
group and then study its properties.

We denote the space group by i and a typical element of this group by {ulg}.
This group has a group of pure translations as an invariant subgroup. We shall call
this subgroupJ and an element of the subgroup is {slﬁn} . Let us assume that we
have an irreducible representation of the group which has dimension n. The ma-
trices in this irreducible representation will be denoted by D ({a.| ;}). We can with-
out loss of generality assume that D ({ul ;}) forms a unitary representation of the
group ? . Let us now put this representation in a special form and study its proper-
ties.

The matrices representing the pure translations, namely D ({:|ﬁn ) cer-
tainly form a representation of the group of pure translations. We can assume that
the representation D({a]g}) has been put in such a form as to completely reduce
the matrices representing the pure translations. Since we have seen that the group

-162-

\(:



— e i

- SRS B TR B AR T

Vi

e

et e - v

TV A AT

(5. IRREDUCIBLE REPRESENTATIONS OF SPACE GROUPS)

of pure translations has nothing but one-dimensional representations, this means that
all the matrices representing pure translations will be diagonal matrices. Let us
assume that our representation D ({ul 5.’}) has this property. We know that the rep-
resentations of the subgroup of pure translations which appear along the diagonal can
be specified by their K-vector. We can again, without loss of generality assume that
all diagonal elements of the matrices representing pure translations which translate
according to 1?1 are grouped together as are those elements which translate according
to EZ' l-(’3, . f(’q. Here we have assumed that q distinct representations of the group
of pure translations appear along the diagonal of the matrices D ( {Elﬁn} ). Thus,

the matrices representing pure translations are of the following form

ikl . Rn
e
ikl : Rn
e
D({elﬁn}) = elkj ' F{n‘ (5-92)
ik - B
e 3
ikq . Rn

€

We know that if -R’n is a primitive translation so is (u‘l)ﬁn. since

(12} far} flz} = {elo'®,) (5-93)

The matrix representing a-lﬁn will be

io.]?l . ﬁn
e
iu.l-{. ﬁ
1 n
e
D({cla'lﬁn}) = (5-94)
eiakq iz’n

where we have made use of the fact that k - (u.1 ﬁn) = ak - R.n‘ From the very na-
ture of unitary representations of a group, we know that

p({ela”'®, 1) = 0({alThT o{cIR} p{alTp (5-95)
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It is easily seen that if one diagonal matrix is sent into another diagonal matrix by a
unitary transformation then the diagonal matrix elements of the second matrix must
be the same as those of the original matrix except possibly for the order. From this,
we see that the matrices (5-92) and (5-95) must have the same diagonal elements ex-
cept possibly for order since they arg sent into one another by the unitary transfor-
mat_lonés -95). Therefore, if e1 1 Rn occurs along the diagonal of (5-92) so must

iak1 mkl N appear
It might

_g nd emkl Rn for all a there occurs some other di-

N for all a in the point group and for all R . Not only mugt e

along the diagonal of (5 92) but it must alsg appear as often as ew'kl Rn.

be that in addition to e Rn
agonal elements of the form el Rn not included in this set. If this is the case, we
could break the diagonal matrix (5-92) up into two parts in the manner we have illus-

trated in (5-96). In this illustration, the two non vanishing blocks are diagonal

elakl * Rn O
for all a
(5-96)
other diagonal
0 elements of the
£ iK' - Rn
orm e

matrices. We know that for some value of R’n any diagonal element in the upper block
will differ from any given value of Rrl in the lower block. If we block off all the ma-
trices in the irreducible representation in a similar manner, we can show from the
relation (5-97) or (5-96)

p{alzh o{ela'® b = o({lE b ofalTh (5-97)
that the representation D ({urz;}) will be of the form (5-98)
D'({uli’})l 0
D({al’i}) = (5-98)
Y | p"{alTh

This means, of course, that we have reduced the representation contrary to our as-
sumption that we were dealing with an irreducible representation.

_’Ihisé:aves us in the position that every diagonal element of (5-92) is of the
form eiakl ) where a is a member of the point group. From the discussion of the
last paragraph, we can now rewrite the diagonal matrix (5-92) in a different form il-
lustrating the fact that all the diagonal elements of the matrix arise from K-vectors

of the form al-c.l. We have illustrated this in (5-99). In this illustration
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D({elE,}) = 0 - " (5-99)

eiaqkl * Rni

the n X n matrix D ({Elﬁn}) is divided up into diagonal blocks with zeros elsewhere.

The diagonal blocks are matrices of order d = n/q and each one is itself a diagonal

matrix. 4 is the unit matrix of dimension n/q. a; =¢ a,, a3 ... a_are the selected
elements of the point group which send 17{1 into 1—;1, KZ’ ce Eq respectively. Thus
- ~> F—
a;k, = ki i=1...q (5-100)

Here the k correspond to different representations of J . Let us now block off all
the matr1ces D ({ |a}) in a similar way. Thus, we have

0,,({alzh 0,,({alzh .. .0, ({alT}

DZI({QIa} ............... qu({n|a})

D({a|2{ ) = (5-101)

Here D, ({a|a} i,j=1... q)isad x d (d = n/q) matrix. We can now learn some-
thing of the matrices D ( ala ). One thing which we already know is the form of
the matrices D({:IR } ). In the notation of (5-101), these matrices would be given
by

Dij( {elh’n}) = ei“if;l - By 1513' (5-102)

Let us now go on to a study of the matrices representing other than pure translations.
- Flrst et ﬁs consider any element {Blg} of ? which has the property that
elPk1” Bn = lkl N for all _R'n. In terms of f(’l this means that
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Bk, = k1+-Kq (5-103)

where I_&’q is a lattice vector of l?-space.

- sl .
this property form a group. Thus, if for {;3'|b '} H eIB ky

- -
o1P'Pk1 * Ry

We note those eLements of 9 _vghich have

ﬁn = eikl " Bn then

- -1
= oiPky - B

il_{*l . ﬁ'-lﬁn

n
o

(5-104)

= €

and therefore {B lb'} {ﬁlb} is a member of the group. We shall call this group

the group of k and shall denote it by x .

It is clear for one thing that this group con-

tains the entu‘e group J . For an element {Blb} of X we have

D({el®,})

D({sIE} -

D({plb} D({ g l® })for an K_ (5-105)

For the first column of blocks in the product on both sides of (5-105), we have, using

(5-102), that

ciofk) * Hn D, ({pl5h

From this we see that Djl({plg}) is z

0, (fish ¥
oj,({ﬁlﬁ’}) ¥

ero unless j = 1. (It can also be seen from

(5-106)

the unitary nature of the representation that { |b}) 0; j#1. Therefore
for all { glb } belonging to X, the group of K|, that
0,,({sI5})
0o /////

From this, we see that the matrices Dll({plb}) for all {p| b}belongmg to the

group kl' form a representation of
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3 * . - i :
Now let us consider the matrix representing {a.|a.} where a..|aj is a

specific operator of the space group for which ajr{’l = f{’J From the fact that

- - _ - -1 =
p({esl& b ot{ayl5ih) = osylEh ofele B
we conclude, by comparing the i, 1th blocks on both sides, that

i l-(. .ﬁ - - i E . ﬁ -
e *i¥1 " n D“({ﬂj|aj}) = Dil({u.j]aj})eo’.] 1 n for all Ry

.th

unitary nature of the matrices in the representation of the space group. If we al

all the matrices in D ({a.|5..}) to undergo the unitary transformation

[1]

DlZ‘{“ZIEE})

JCHES )

then all the matrices representing D ({ajl-a’j}) can be taken in such a form that

(5-108)

(5-109)

This means that the only non vanishing block in the first column of [ ( le;j}) is the
i block. This j, lth block must then, of course, be a unitary matrix because of the

low

(5-110)

Djl( ajla-.’j ) = 1. This means that the only non vanishing block in the first column

of D({njla.j ) is the jth which is the d X d unit matrix. We now have specified t
first row and column of the matrices representing {Blf;} where {ﬁll_;i is a me

he

mber

- -

of X and the first column of the matrices representing o.jl 5...]} where o.jk1 = k..

This, it will turn out, is enough to specify the form of the entire representation

D({Gl;} ).
First, we note that X and the elements {ujlz-;j} decompose? into its
cosets with respect to v 4 . Thus

? =X 4 {az|32}1£+ {an;q}k

J

left

(5-111)

This is most easily seen from the fact that for any element {0.1;} we can find an ele-

ment of the set {ajlaTj} (j=1... q) such that

. gl s -
elakl . Kn = eld‘kl * ﬁn
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where we have denoted the element in question by {all:_;l} . This means that

tal]

a,"ak, =k +a, Kq (for a suitable Kq)

or
e = e {(for all ﬁn) (5-113)

Thus u;la must be the rotational part of some operator in X . Therefore, we have
that for any element {nl ;} of g

{uld}” {13} - {15}
{o13} = { R} o5}

for some }{llal} and an element {ﬁ[b} of X. This means of course that u|a
is in the £ coset. We may also note in passing that for all elements in the 3 coset

(5-114)

the rotational parts send k1 into kj plus a lattice vector of the reciprocal lattice. We
shall now show that we can specify all the elements in ) ( u|5.. ) where {al ;} is any
element of ? in terms of D {ﬂ|b} where B|B’ belongs to the group X . Con-

sider the $B column of D ala . We know that for some a
iu.lv-{’l : ﬁn iamgl : ﬁn -
e = e (for all Rn) {5-115)

By multiplying (5-95) from the left with D({o.l a }) and comparing the i column of
both sides of the resulting equation, we have for the j, Ith block

ik,

Djl({“la} =e 1 ' ﬁn D.I({ala} (5-116)

This means that, using (5-115), we have JI({ Ia }) = 0 unless j =m. Thus the
only non vanishing block in the £ column of D( {a|a}) is the mth where m is fixed

by (5-115). We shall now be akle to find an explicit expression for D ({a| at)

We know that { Ia} {“llal} { mlam} {ﬁlt_)}for some element {Blb} of
X, since

1°°lkl R, - emmkl ' Rn

the left-hand side of the last equation, is a member of the mth coset. For the matrices
we have
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0({slzh = 0{ay, 3} D{eIED O({a T ! (5-117)
h

For the m, 2™ block of D({u|;}) we have
Oni{elTh = Z Dmifenl@np 0y{pIsh [0y fa T}

123 15, Dij({ﬁlb}) 15 (5-118)

0,,({sIEh

Here we have made use of the nature of the first column of the matrices representing
{“ml;m} and {n |;1 In this way, we have expressed all the blocks in D ({a| al)

in terms of D“( glb ).
We can now show one more important fact. We mentioned that Dll({plg} )

forms a representation of the groupjd . It actually must form an irreducible repre-

sentation of this group. If we assume the contrary, then DM({BII—;}) can be put in
the form

3
.

o

d d‘2

gt _E
\ 0

If this is the case, every block of D ({ul; ) for 511 the elements of ? can be put in

the same form. A moment's consideration will show that by rearranging rows and

d, +4d, =d (5-119)

columns in D ({u| ;}) this representation of ? can be reduced into two representa-
tions one of dimension qd1 and the other of dimension qd2 contrary to the assumption
that D({aI; ) was irreducible.

This completes the discussion of the properties of the irreducible representa-
tion of the space group, but in the next paragraph we shall recapitulate the salient
features without the details of the mathematical proofs.

We have been able to show that every irreducible representation [ ({ul ;})
of a space gruap ? can be put in the form where the invariant subgroup of pure trans-
lations J is represented by matrices which are diagonal. If the representation is of
dimension n, then the elements of the diagonal matrices can be arranged in such a
way thg’g’thﬁ first d (where d is a divisor of n; n/d = q) diagonal elements are of the
form elk. N in the matrix [ ( {clﬁn}) for all {elf_{n . The remainder of the diagonal
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elements can be arranged in (n/d) - 1 groups of d diagonal elements such that within
any group the elements are of the form
iajl?- ﬁn
e (j=2..., q=n/d)
Here a. is a selected member of the point group which we assoctate with the space
group element {“jl‘;'} . This blocking off of the translation matrices in turn leads
to a blocking off of the matrices D({nl ;}) in the irreducible representation of
These matrices can be blocked off into d X d blocks which we label Dij({a|;})
(i,j=1... q). Those elements {plff} which have the property that
- = -
ipk - Rn ik - Rn -
e = e (for all Rn)
form a group X (which includes the entire group of pure translations). The matrices
Dl 1( ﬁ|§ ) form an irreducible representation of X . The elements {“ila’i} and the
subgroup can be used to divide the group into its left cosets with respect to X .
For any element {al ;} of the group ? and for any a, we can find an an such that
oo - 8, ta K-
laak - R~ da k- R
e = e
We can then specify the matrix representing the element o.| ;} by saying that the only

non vanishing block in the lth column of blocks is the mﬂ'1 and the matrix which appears
in this position is Dll({ﬁlg}) where {[3|1-).} belongs to X and where

{15} o} = {omlin} {615} (5-120)

In particular for {a.| ;} the only non vanishing block in the first column of blocks is
the jth which we have cliosen for convenience to be the unit matrix. An equivalent way
of specifying which block in the Ith column is non vanishing is as follows. We notice
that for an element {ng} of the group 9 we can multiply all the cosets from the left
by this element and this merely effects a permutation of the cosets. The Ith coset goes
into the one for which we can find an {nmlgm} and a {BIE’} such that {n| ;} {ull ;1} =
{°m|;m} {plﬁ}; namely the mth. Thus the non vanishing blocks in the matrix repre-
senting an element {a] a} show the way the cosets go into one another under the ele-
ments {al ;} Let us call the form of the representation we have specified in the last
paragraph the standard form.

We can also prove the converse of the theorem contained in the last paragraph.
This would state that any representation of ? which is in the standard form would be
an irreducible representation of the group 9 . This proof is quite straightforward
and makes use of Theorem 6. The representation is most easily constructed in terms
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of basis functions for the representation and the description of the basis functions for
an irreducible representation of a space group in standard form is as follows: Imagine

that we had d orthogonal functions u

- Uy which under translation through H are
X n
ik Ry

1
If these functions foxm an irreducible representation of X (the

Bk - Ry . o1k By (or an R )) then the n = qd

multiplied by e
group of elements [3|5. for which e

functions

ui = {o. |;} u1

j i) 7 o

1=1l...q (5-121)
> j=1...d

{“1131} = {Elo} :
form an irreducible representation of ¥ . Here {“i‘gi} are the elements of ? for
which ? =X + {a_2|a2}£ + ...t {aqla’q}k . It is easy to show that the n func-

tions we have specified in (5-121) form a basis for the standard form of the irreducible
representation of space groups.

From the results of the last paragraph we can now see how to construct all
of the irreducible representations of a given space group. We first select a K-vector
in or 'oq.thg,bound‘a_gy &f the Brillouin zone. For certain operators {p|5’} of the group
? , elpk "Bn . elk "N, This means that BE’ =K + K. where K, is some lattice vector
of l?-space. We construct all irreducible representatigms of thié] group of elements
which have the property that the diagonal elements of the matrices representing pure

translations are of the form elk' Rn.

This by our previous discussions will lead to all
irreducible representations of ? which are associated with the vector k. As we let the
K-vector wander over the entire first Brillouin zone we get all irreducible representa-
tions of the group ? . Actually in order to get the distinct representations of the space
group we need only let K range over that set of points in the Brillouin zone such that

no two points K and K" of the set have the property that K'=ak + Kj where a is any

member of the point group and ﬁj is any lattice vector of l-{’-space.

C. Additional Simplifications

We see from the discussion of the last paragraphs that the finding of the ir-
reducible representations of a space group ? which are associated with a f(’-vector,
l-:, reduces to the finding of those irreducible representations of the group of the K-
vector (the groupk ) which have the property that the matrices representing’thﬁ
group of pure translations J (which is a subgroup of X) are of the form eik' n
where :|§ is any translation in J . We recall that x was defined %s that kgrc%?p
of operators B|5’ whose rotational parts p satisfy the condition eipk "Nz ei T Hn
(or equivalent to pk = K+ fs’ where K is a lattice vector of k-space; k must be, of

3
course, one of the possible space groups). It is possible to make simplifications in

-171-




(SPACE GROUPS)

finding the appropriate irreducible representations of X. We shall pursue this here.
First, for convenience we shall introduce some further notation.

In a space group whose elements are ale_f} we know that the rotational

parts, a, form a group which is called the point group. Let us denote this group by

It is clear that the rotational parts of the operators {ﬁ“—;} in X must also
form a group which is a subgroup of o' We shall call this group ?O(l_(.) indicating
that it is the point group associated with X (the group of the k-vector).

We recall that as we allowed Kk to wander over the interior and surface of the
Brillouin zone we could obtain all the irreducible representations of g by finding the
appropriate irreducible representations of the group of the K-vector (-Z) for the K-
vector in question. Let us first consider points on the interior of the Brillouin zone.
It is a property of the interior points of a Brillouin zone that the only value of K. for
which Bl—(’ =K + Kj is Kj = 0. In other words, K and [31? cannot differ by any other
lattice vector of the k-space than the zero vector. Thus, for any point in the interior
of the Brillouin zone ﬁl_; = Kk is the condition for the operators in X . 90(1(.) is, of
course, one of the 32 permissable point groups. The irreducible representations of
the 32 point groups are well known. Let us denote by r'(ﬁ) one irreducible repre-
sentation of the group ? o(l_;)' Let us then notice that if we let Dll({ph—;}), where
{B|g} belongs to k, be given by

—_ =

> ik - b
D, ({sIF} = ™ P rep) (5-122)
then we obtain an irreducible representation of X . First, we must show that

D, ( B|b ) forms a representation of K . If {Bll_;} and {p'|5"} are two operators
in & their product is (;p'hsﬁ" + E’} Multiplying the matrices representing these

operators we obtain

0, {ai5h 0o - oF

1]
o
oy
®
-
=~
g
9
z
2
£

> s (5-123)
= ¢tk (BB g
The matrix representing the product is given by
D,y ({pe'leB" + 5 }) = oK (5" +B) ggy)
. eip"l’c’- B K- gP(pp') (5-124)
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in the last line we have made use of the fact that if § is in the group of the K -vector so

is its inverse. Therefore, (5-122) forms a representation of the group of the K-vector.

Since the only matrix which commutes with all the matrices ['(g) is a constant times

the unit matrix (I (p) is irreducible), the only matrix which commutes with all the ma-
trices Dll({ﬁlg}) is a constant times the unit matrix and therefore Du({plf)’}) 3
forms an irreducible representation of the group & . Thus by knowing all the repre- .

sentations of the 32 point groups we can find all irreducible representations of the !

space groups associated with K-vectors in the interior of the Brillouin zone. 3

Let us now consider a point on the surface of the Brillouin zone. For these

points it may be that ﬁl_(.= K + K, where K. in some non zero lattice vector of l-:-space.

In this case, the results of the last paragraph do not hold in general. They do hold, |
however, for a special type of space group. We may recall that some space groups ‘
had the property that every operator in them contained, in its translational part, noth-

ing but pure translations. This is another way of saying that every rotational operator -
in the group has associated with it the zero translation. This would mean that all the

a's and b's of the previous paragraphs were primitive translations. Let us again de-

fine D“( B|§}) to be el P () where {Blg} is now an operator for which Bk =

K+ K, (for some K.). In this case, we again have an irreducible representation of

X Equation (5-123) remains the same, but the proof in (5-124) proceeds differently.

In this case we have

]}
o

D, ({pp'lpB" + B}y = ™ BOT TP migpy

(5-125)

In this way, we have made use of the fact that since [3_1 is in the group of the k- vector,

B _{f(’ =_F + R.i and also, the fact thatb'is a primitive translation and therefore
eib' " Kig 1. Thus, for this class of space groups we can find all irreducible repre-
sentations of ? for points on the surface of the Brillouin zone through the use of
(5-122).

For points in fc‘-space on the boundary of the Brillouin zone whose group X

contains operators with non primitive translations the situation is somewhat more
complex. There are simplifications which can be made in this case as well. For }
most of the simple space groups of this type it is possible to find the irreducible repre-

sentations associated with points on the surface of the Brillouin zone by making use of N
\ <«
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special properties of these groups and we shall not go into the details here. Instead
we illustrate our remarks by finding the irreducible representations of some simple
space groups.

D. Examples of Irreducible Representations of Space Groups

Let us start by finding the irreducible representations of the two space groups
in one dimension. The translation group is the same for both of these space groups
and in one dimension ﬁn = n?l. From Eq. (5-87) we can define the basic lattice vector
of K-space. In this case Kl = (21r/|t1 |)u where u is a unit vector in the direction of
?1. In Fig. 5-26 we have illustrated by heavy dots the lattice points of R’-space. They
are a series of equally spaced points which are a
distance (2n/|T|) apart. By bisecting the two lat-
-3 -2 ;120 w2 2 * % tice vectors from the origin to the nearest neighbor

Fig. 5-26 lattice points in l?-space we obtain the Brillouin
zone. The boundaries of this zone are illustrated
by the two vertical lines on either side of the origin.
_The irredycible representations of the group of pure translations are given

ik Rp _

by e e121mk1 where kK = 1?15.1. Thus all irreducible representations of the

group of pure translations are obtained by K-values within the Brillouin zone

—

- T K T .

[t It

We note in passing that the two end points of the Brillouin zone correspond to the

1 1
2 1 2

same irreducible representation of the group of pure translations since they differ by
a lattice vector of K-space (t-;l).

One of the one-dimensional space groups consists of nothing but the pure
translation group. For this space group we have already obtained the irreducible
representations. They are all one-dimensional and are given by D( €|§n ) = ei21mk1
as K takes on all values in the Brillouin zone.

The other one-dimensional space group has elements { el ﬁn} and {i| R n}
for all ﬁn‘ Let us first consider the irreducible representation corresponding to
K =0. Itisclear thatik = -k =K = 0. For this point the group of the l-c’-vector, x ,
consists of the entire space group ? ?O(f(’) is merely the group ¢, i. Since this is
an interior point of the Brillouin zone we ¢ ._,usif the method of Eq. (5-122) to find the
irreducible representations. In this case elk' N =1, and the irreducible representa-
tions of ? o(l-c') are the symmetric and antisymmetric representation. For this point,

the matrices representing the elements of the space group are given by

k=0 OelR b = 0, ({elf } = +1 ol b= 0, {uf,} = t1¢oran i)
(5-126)
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We thus have two irreducible representations of the space group for this point cor-
responding to the two choices of signs in (5-126).

Consider now any other interior point in the Brillouin zone. From the re-
mark at the end of part B of this section all we need consider are the points in the
right-hand side of the Brillouin zone. For these points the group of the l_{’-vect_gr
cp_qsi ts only of the group of pure translations, J , since for these points e'ik ’ ﬁn #
eik B Using the notations of Eq. (5-122) we have Dll({eli‘}) = el2™KIN  Re.
solving ? into its left cosets with respect to X we obtain 9= 7 + {1| O}J . The
pure translations are represented by the diagonal matrices

eiZtrkln 0
(5-127)

p({elR } =

-i2mkn
e

For the matrix representing the element {i|0} we must see how the cosets go into

one another under the operator {1| 0} . It is clear that the first coset goes into the
second and the second goes into the first. From this we learn that the only non vanish-
ing block in the first column is the second and that the only non vanishing block in the
second column is the first. We must now find which of the matrices D“({plﬁ’})

for {plg} in}¥ go into these non vanishing blocks. (In this case X is J and D11
has dimension 1.) We know that the non vanishing block in the first column is the unit
matrix since {1[ 0} is the element which takes the group J into the left coset {1| o}J.
In the second column, in order to find which matrix Dll( ﬁlg}) for {ﬁlg} in X

goes into the first position we must solve the relation (5-120) which in this case be-

{i|0} {ilo} = {alO} {plﬁ’} (5-128)

Clearly {ﬂ rﬁ} = {c|0} and therefore for the matrix representing {1| 0} we have

D({i|0}) = <(: :) (5-129)

By multiplication of (5-127) and (5-129) we obtain the matrices representing {1[%}

comes

0 eiZ'll'kln
D ({ﬂﬁn}) = (5-130)
-i2vkin
e 14TX1 0
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The only remaining K-value which we must discuss in order to complete our
enumeration of the irredpcible reprg_gen%ations of this space group is the point k, =
+1/2. For this point elk ) R.n = e-lk " 70 the group of the K-vector is the entire
group 9 . Once again ?0(1-(’) is the group consisting of € and i. This is the case of

a point on the boundary of a Brillouin zone for a space group without non primitive

translations. Thus, we can again use Eq. (5-122) to determine the irreducible repre-

sentations. We therefore obtain in this case for the matrices representing the ele-
ments of the group

D({ern’n}) - D“({qﬁn}) = e!™(1) D({ilﬁn}) = Dll({ilﬁn}) = el ™t )

The two signs in (5-130) specify the two possible representations of the space group

{5-131)

at this point corresponding to the symmetric and antisymmetric representations of the

group ? 0(E’). Thus, for the one-dimensional space groupJ + {1| 0} we see that
for K = 0 we have two one-dimensional representations. For l?f 0 and not on the
boundary of the Brillouin zone we have two-dimensional representations and for the
boundary poinf we have again two one-dimensional representations.

As our final example we shall find the irreducible representations of the
space group generated by {C3| 0} , {o’l | 0} {clﬁn} where ﬁn is a translation of I‘5 and

A . (l/“>
t1—<o>: 2 32t/

This group is illustrated in Fig. 5-21. We have already illustrated the Brillouin

zone in Fig. 5-25 but we repeat it in Fig. 5-27 in order to illustrate some special
points in the Brillouin zone. We recall that the point
group of this space group consists of the operators E;
the identity; C, and Cg: rotation through 120° and 240°

= clockwise; T reflection through the x axis; o, reflec-

tion through an axis inclined at 60° with respect to the

positive x axis; and o, a reflection through an axis in-
3 g

clined at - 60° with respect to the positive x axis. By

Fig. 5-27

the discussion at the end of part B of this section all we
need consider to obtain all irreducible representations of the space groups are the
points of k-space which are in or on the triangle I' Z X. We notice that the space
group under consideration is one of the type without non primitive translations. We
can, therefore, use the method of Eq. (5-122) to find all the irreducible representa-
tions of the group of the K-vector for boundary as well as interior points. We shall
now discuss all possible points in the region I' ZX and describe their irreducible
representations.
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— I": For this pomt the group of the k K-vector is the entire group since
Bk

e B n =] for all Rn and all B since K =o. Thus, the matrices representing the
elements of the group are

p({sl&.} = 0, {sIE,}) = r@ (5-132)

where r'i(ﬁ) is an irreducible representation of the group C3v which in this case is
the group ? o(l_;). In (5-133), we have listed the characters of the irreducible repre-
sentations of the group C3v and these correspond directly to the characters of the op-
erators in the space group through the use of (5-132)

2
E C3,C3 0'1, 0'2; 0'3
1‘1 1 1 1
(5-133)
FZ 1 1 -1
1"3 2 -2 0

A: A is a general point inside of the Brillouin zone. The group of K-vector
consist of the group of pure translations J . This group, of course, has nothing but

ik~ Ry

the one-dimensional irreducible representation e Dividing 9' into its cosets

we obtain

? =J+ {c3|o}3' + {c§|0}7+ {«1|o}:7 + {o’z|0}7 + {a3|0}] (5-134)

For simplicity let us denote E by a;; C3 by a etc. If we do this, then it is quite
easy to find the matrix representing an operator | 0 Consider the jth column
of the matrix representing |0} The only non vamshmg element in this column
will be the kth element for which o ¥ g;a. The matrix representing an element

plﬁn} of the group of the wave vector which will appear here is just given by the

{o,i|0} {uJ.lO} = {ak|0} {plﬁn} (5-135)

Clearly B = ¢ and -R’ = 0. Therefore in the J h column of the matrix representing

solution of the equation

{ IO} the only non vanishing element will be the k th for which a;a; =ap. Inthis
position will occur a 1. Thus, the matrix representing the element { |0} will just
be a matrix with a single 1 in any row or column. (This is, of course nothing more

than the regular representation of the group C3v') The matrix representing {u’l | 0}
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0 0 0 1 0 0

0 0 0 0 1 0

0o 0 0 O o 1
D({o’l|0}) 1 1 o 6 0 o0 o (5-136)

0 1 0 0 0 0

0 0 1 0 0 0

The matrix representing {cI -R’n} would be
. - =
ela'lk . Rn
iagk - ﬁn 0
eia3k *Rp
D {efz’} = Lo = (5-137
(1l n ) e1a4k- Ry )
0 eiusk * Rn
L e -
embk * Rp

all the remaining matrices in the representation can be obtained by multiplication of
(5-137) by one of the matrices representing {a.| O} .

A: The only operators in & are {cl n} and {u’l lﬁn} for all ﬁn' Thus
the group ? o(l—c’) is the group consisting of ¢, Ty which has an antisymmetric and a
symmetric representation which we may label A, and A,. The matrices Dll( {pll-;}
for {Blf;} in ¥ have been given by (5-122). Here [(B) must be either A ora,
ie., M) =1, r'(al) =1t 1. The characters of the operators in ? o(l?) are given
in (5-138)

€ o'l
A | 1 (5-138)
AZ 1 -1

Decomposing ? into its cosets we obtain
i =X + {c3lo}k+ {cglo}k (5-139)

Let us illustrate a matrix in this irreducible representation by finding the matrix
representing {a’l | 0}. Using the notation introduced earlier C; = a,s Cg =aj the
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only non vanishing block in the first column will be the first since {“1 | 0} is in the
group of the wave vector. The matrix element which will appear here will be 11 de-

pending on whether we choose Al or 4,. In the second column, we have {¢1|0} {03‘ 0} =

{C§| 0} {o-l | 0} and therefore the non vanishing element in this column is the third and
the matrix appearing here is D, ( 7y |0}) which is again 1. For the third column
we have {allo} {C§|0} = {C3|0} ollo . Thus here the non vanishing element is
the second for which we have again T 1. Thus the matrix representing {ollo} is

t1 0 0
D({cllo}) = 0 0 t1 (5-140)
0 ] 0

The signs depend on whether we choose A1 or A2 as the representation of 0(l_(’).

A: The argument is identical with the point A if we replace o) by Ty

Y: For this point o3 sends k into a point on the opposite side of the hexagon.
These two points differ by a lattice vector of ]?-space namely l-)’l + EZ' In this case
the group Ci, 0(17{) is g, o3 and the argument runs along the same lines as that for A and
A.

X: For this K value all the operators of the point group either send X into X
or one of the other points marked by an X. Since all these points differ by lattice
vectors of l-c.-space, the group X is the same as ? and ? o(f{.) is ?o or C3v' We
can find the irreducible representations by (5-122)

D({Blﬁn}) = Dll({plﬁn}) = e“?' Bn r.e (5-141)

Here [ i((3) is the ith irreducible representation of C3v and K is the f-value of the
point X. The irreducible representations of C3v are already listed in (5-133).

Z: The argument for this point is the same as that for the point X.

To sum up the situation is as follows. For a general point, A, in the Bril-
louin zone we have a six-dimensional representation of the space group. For the
points I, X, and Z we have two one-dimensional representations of the space group
and one two-dimensional representation. For the points Y, A, A, we have two three-
dimensional representations of the space group corresponding to each of the points.
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